Effects of stride frequency and foot position at landing on braking force, hip torque, impact peak force and the metabolic cost of running in humans
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ABSTRACT
Endurance runners are often advised to use 90 strides min\(^{-1}\), but how optimal is this stride frequency and why? Endurance runners are also often advised to maintain short strides and avoid landing with the feet too far in front of their hips or knees (colloquially termed ‘overstriding’), but how do different kinematic strategies for varying stride length at the same stride frequency affect economy and impact peaks? Linear mixed models were used to analyze repeated measures of stride frequency, the anteroposterior position of the foot at landing, \(v_{OG}\), lower extremity kinematics and vertical ground reaction forces in 14 runners who varied substantially in height and body mass and who were asked to run at 75, 80, 85, 90 and 95 strides min\(^{-1}\) at 3.0 m s\(^{-1}\). For every increase of 5 strides min\(^{-1}\), maximum hip flexor moments in the sagittal plane increased by 5.8% \((P=0.0001)\), and the position of the foot at landing relative to the hip decreased by 5.9% \((P=0.003)\). Higher magnitudes of posteriorly directed braking forces were associated with increases in foot landing position relative to the hip \((P=0.0005)\) but not the knee \((P=0.54)\); increases in foot landing position relative to the knee were associated with higher magnitudes \((P=0.0001)\) and rates of loading \((P=0.07)\) of the vertical ground reaction force impact peak. Finally, the mean metabolically optimal stride frequency was 84.8±3.6 strides min\(^{-1}\), with 50.4% of the variance explained by the trade-off between minimizing braking forces versus maximum hip flexor moments during swing. The results suggest that runners may benefit from a stride frequency of approximately 85 strides min\(^{-1}\) and by landing at the end of swing phase with a relatively vertical tibia.
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INTRODUCTION
As speed is the product of stride frequency (SF) and stride length (SL), a wide range of SF and SL combinations are possible for a given speed. However, within the endurance running speed range of humans, many experienced runners use a restricted SF range and alter speed primarily by changing SL, regardless of body mass \((M_b)\) and lower extremity length. Cavanagh and Kram (1989) found that runners at 3.15 m s\(^{-1}\) compared with 4.12 m s\(^{-1}\) increased SL by 26% but increased SF by only 4% from 83 to 86 strides min\(^{-1}\). Similar results were reported by Weyand et al. (2000), who observed no significant change in SF among a sample of 29 runners as they doubled their speed from 2 to 4 m s\(^{-1}\), and only about a 20% increase in SF up to 8 m s\(^{-1}\), above which increases in speed were primarily a function of SF rather than SL. According to Daniels (2005), Olympic marathon runners run at an approximately 10% slower pace than 5000 m runners but with nearly identical SFs of 91–93 strides min\(^{-1}\). Further, as elite runners fatigue over long distances, their speed decreases primarily from a reduction in SL rather than SF (Buckalew et al., 1985; Hunter and Smith, 2007). Despite these observations, there is considerable inter-individual variation in preferred SF, and for unknown reasons not all studies have shown such constant SFs over a range of speeds. Tokmakidis et al. (1989) found a 15% increase in SF as speed increased from 3 to 6 m s\(^{-1}\) in a sample of nine competitive runners, and Elliott and Blanksby’s (1979) analysis of 20 non-competitive joggers found a 19% increase in SF in males and a 27% increase in SF in females over speeds from 2.5 to 5.5 m s\(^{-1}\).

One possible reason that some runners tend to modulate speed primarily by changing SL while using a relatively constant SF in the endurance speed range is to minimize metabolic cost. SF and SL both have curvilinear relationships with mass-specific metabolic cost at a given speed (Högberg, 1952). What causes these curvilinear relationships is unknown, but numerous studies document a close correspondence between a runner’s metabolically optimal stride frequency (OSF) and preferred stride frequency (PSF) at a given speed, with OSFs between approximately 85 and 90 strides min\(^{-1}\) for a range of speeds below 6 m s\(^{-1}\), independent of \(M_b\) and lower extremity length (Cavanagh and Williams, 1982; McMahon et al., 1987; Kaneko et al., 1987; Cavanagh and Kram, 1989; Hunter and Smith, 2007; Snyder and Farley, 2011). As noted by Cavanagh and Kram (1989: 43): ‘Though previous studies have suggested that there is a most economical stride length at a given speed, our data suggest that there may be a most economical SF at all speeds used in distance running.’ Why OSF tends to range between 85 and 90 strides min\(^{-1}\), however, is still poorly understood, as are the factors that lead to variation in PSF. Although elite runners reportedly prefer 85–90 strides min\(^{-1}\) in the endurance speed range, less experienced joggers are more likely to use SFs of 78–85 strides min\(^{-1}\) at moderate speeds (Nelson and Gregor, 1976; Elliott and Blanksby, 1979; Petray and Krahenbuhl, 1985). In addition, people who habitually run barefoot or in minimal shoes tend to prefer SFs of approximately 85–90 strides min\(^{-1}\) (Squadrone and Gallozzi, 2009; Larson and Katovsky, 2012; Lieberman, 2014; Lieberman et al., 2015), and habitually shod runners are more likely to use higher SFs when barefoot than when shod regardless of speed, \(M_b\) or lower extremity length (Divert et al., 2008; Squadrone and Gallozzi, 2009; McCallion et al., 2014).

Another possible reason that some runners prefer a restricted SF range is to minimize injury. Although no prospective studies have tested how variations in SF and SL correlate with injury rates, variations in SF and SL affect kinematic and kinetic variables that...
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are proposed to influence repetitive running injuries (Schubert et al., 2014). Higher SFs and shorter SLs are associated with lower impact peaks of the vertical ground reaction force (GRF\(_V\)), lower tibial accelerations at impact, higher peak GRF\(_V\), lower extremity behaviors more like a simple spring at a runner’s landing position of the foot (‘overstride’) relative to the knee and more knee extension at contact. (Alexander, 1984). If OSFs maximize the contribution of elastic energy exchange relative to total work, then muscles can perform less mechanical work and expend less metabolic energy (Cavagna et al., 1997). This model is supported by experiments which found that the lower extremity behaves more like a simple spring (Myers and Steudel, 1985; Cavagna et al., 1988; Modica and Kram, 2005; Marsh et al., 2004). In a simple test of this hypothesis, Dole et al. (2005) found that increasing the frequency of swinging an isolated leg from 42 to 66 cycles min\(^{-1}\) increased metabolic cost by 53%. By extrapolation, a 25% increase in SF from 75 to 95 strides min\(^{-1}\) should increase the metabolic cost of running by approximately 23%.

This study addressed several related questions based on the observation that experienced runners tend to prefer a restricted SF range of 85–90 strides min\(^{-1}\) across endurance running speeds. First, if SFs between 85 and 90 strides min\(^{-1}\) are energetically less costly, what factors influence this narrow range of OSFs? Second, if experienced runners tend to use a relatively small range of SFs and vary speed primarily through changes in SL, what are the biomechanical and energetic consequences of different ways to shorten or lengthen stride?

Mass–spring mechanics provide one possible explanation for observed inter- and intra-individual variation in OSFs. Running is a bouncing gait in which tendons, ligaments and muscles of the lower extremity store elastic energy during the first half of stance and then recoil during the second half of stance (Alexander, 1984). If OSFs maximize the contribution of elastic energy exchange relative to total work, then muscles can perform less mechanical work and expend less metabolic energy (Cavagna et al., 1997). This model is supported by experiments which found that the lower extremity behaves more like a simple spring at a runner’s landing position of the foot (‘overstride’) relative to the knee than at slower and faster stride frequencies (Farley et al., 1991; Farley and González, 1996). However, if mass–spring mechanics determine a single OSF, then elastic energy storage should also be optimal at that frequency. In a test of this hypothesis, Snyder and Farley (2011) took advantage of the need for muscles to do additional work to elevate or lower the body’s COM during uphill and downhill running. The mass–spring model predicts that variations in SF will affect metabolic cost less on inclined versus flat surfaces because the possibility of elastic energy storage is reduced on slopes. However, inclines of +3 deg and −3 deg had no significant effect on OSF in nine experienced male runners, indicating that factors other than elastic energy storage also contribute to OSF.

Additional factors to consider are the biomechanical and energetic trade-offs of producing external work (moving the body COM) and internal work (moving parts of the body relative to the COM). Cavagna et al. (1988) showed that running animals tend to use SFs below the symmetrical bouncing frequency that minimizes external work in order to lower the internal work cost of accelerating and decelerating the limb at higher frequencies. In a subsequent study, Cavagna et al. (1991) proposed that OSF is a function of minimizing the average force that muscles exert per step (greater at lower SFs), and minimizing limb stiffness (greater at higher SFs). A related trade-off, noted by Daley and Usherwood (2010), is that while variations in stride length affect leg stiffness, and hence the cost of locomotion, stiffer legs also cause more deflections of the viscera. They propose that optimal economy is influenced by a compromise between leg excursion angles and therefore SLs that maximize leg stiffness versus minimize the work needed to control visceral displacements.

This study measured the effects on OSF of two key variables related to potential trade-offs between internal and external work: the cost of leg swing and the position of the foot at contact relative to the hip and knee. As described above, one energetic consequence of varying SF is to alter the energy required to accelerate the lower extremity during swing. Numerous studies estimate that leg swing contributes approximately 10–30% of the net cost of running (Myers and Steudel, 1985; Cavagna et al., 1988; Modica and Kram, 2005; Marsh et al., 2004). In a simple test of this hypothesis, Dole et al. (2005) found that increasing the frequency of swinging an isolated leg from 42 to 66 cycles min\(^{-1}\) increased metabolic cost by 53%. By extrapolation, a 25% increase in SF from 75 to 95 strides min\(^{-1}\) should increase the metabolic cost of running by approximately 23%.

The other variable considered here is how far forward a runner’s foot lands relative to other parts of the body at the beginning of

Fig. 1. Kinematic variations in landing position of the foot (‘overstride’) at foot strike. The left and right figures have the same measure of foot position relative to the hip (\(O_H\)) in the sagittal plane, but the right figure has a more anterior position of the foot relative to the knee (\(O_K\)) because of less hip flexion and more knee extension at contact.
stance. If endurance runners tend to use a relatively constant SF, then increases in speed must result from a longer SL. However, variations in SL for a given speed can be achieved by a longer aerial phase or from landing with a more protracted lower extremity in which the foot is more anterior to the hip (colloquially known as ‘overstride’). Moreover, there are different kinematic strategies by which a runner can extend SL through protraction of the lower extremity at the end of swing phase. As Fig. 1 shows, a runner’s foot can land in the same position relative to the hip in the sagittal plane (here termed $O_{H}$ for overstride relative to the hip) either by flexing both the hip and knee more or by flexing the hip less while extending the knee more, with the latter pattern also resulting in the foot landing much further forward relative to the knee (here termed $O_{K}$).

In order to consider the effects of these varying kinematic patterns on braking forces, $O_{H}$ is a critical variable because the further forward the foot lands relative to the COM, the greater the magnitude of the braking impulse that decelerates the body during the first half of stance (Heiderscheit et al., 2011). Therefore, to maintain steady state, the propulsive impulse generated by the body during the second half of stance must increase in proportion to this braking impulse. For practical reasons, we define this distance relative to the hip, $O_{H}$, because the hip is close to the human body’s COM, which is also affected by other factors such as trunk lean. Previous studies have not directly measured the effect of variations in $O_{H}$ on cost, but we predict the effect is likely to be substantial given evidence that anteroposterior forces are approximately four times more costly than vertical forces, and they contribute to more than one-third the cost of running (Chang and Kram, 1999). $O_{H}$ is also relevant to the collision cost of locomotion because the further forward the foot lands relative to the COM, the greater the distance the foot travels on the ground during stance, increasing the extent to which the COM trajectory must be redirected upward at the end of stance (Lee et al., 2013).

As noted above, because a runner can use different kinematic parameters to change SL, and hence $O_{H}$, it is also useful to consider how far forward the foot is relative to the knee in the sagittal plane. In order to make this variable commensurate between forefoot and rearfoot strikers, we define this distance, $O_{K}$, as the projected anteroposterior distance of the ankle relative to the knee at the moment of contact. Variations in $O_{K}$ are likely to have several effects on lower extremity kinematics and kinetics. It is likely that individuals who land with a higher $O_{K}$ will have a less flexed hip, a more extended knee and a more dorsiflexed ankle, thus increasing lower extremity stiffness at impact (Hamill et al., 2014). These differences probably have complex effects on cost and the potential for injury. On the one hand, a higher $O_{K}$ at a given speed may add to the metabolic cost of running by increasing vertical fluctuations of the body’s COM and by increasing eccentric activity of the quadriceps during the first half of stance (Heiderscheit et al., 2011; Lee et al., 2013). On the other hand, a higher $O_{K}$ may lessen the amount of eccentric activity by the calf muscles during the first half of stance. In terms of injury, if a higher $O_{K}$ stiffens the leg, it will decrease stability on uneven terrain (Daley and Usherwood, 2010) as well as increase the rate and magnitude of the impact peak, the collisional energy lost during impact, and the rate and magnitude of the GRFV, following impact (Lieberman et al., 2010).

This study tested five hypotheses derived from the model presented above. Hypothesis 1 is that for a given speed, the maximum hip flexor moment necessary to protract the lower extremity during swing is predicted to increase in proportion to SF. Hypothesis 2 is that both $O_{H}$ and $O_{K}$ are predicted to vary inversely with SF. Hypothesis 3 is that for a given speed, the impulse caused by braking forces (posteriorly directed forces in the horizontal plane) is predicted to increase in proportion to $O_{H}$. A corollary to this hypothesis is that there should be no significant relationship between braking force and $O_{K}$ after accounting for the effects of $O_{H}$. Hypothesis 4 is that increases in $O_{K}$ will correlate with a more extended lower extremity at impact (as manifested by less hip flexion, more knee extension and more ankle dorsiflexion) and higher rates of loading of the vertical impact peak (VLR) and magnitudes of the GRFV impact peak. Finally, hypothesis 5 is that although OSF is not expected to be determined entirely by the trade-off between the costs of braking impulse and maximum hip flexor moments in the sagittal plane during swing, a runner’s OSF for a given speed is expected to correlate with the minimum solution for these two costs.

**MATERIALS AND METHODS**

**Subjects**

Fourteen individuals (12 males, 2 females) between the ages of 19 and 48 years, sampling a diverse range of heights (1.66–1.97 m, mean 1.84±0.08 m) and $M_{b}$ (50.2–86.5 kg, mean 72.9±11.6 kg), volunteered for this study (Table 1). All participants were physically fit and experienced runners who ran more than 30 km week$^{-1}$, and none had any lower extremity injuries that could compromise their gait. All subjects provided informed consent to participate in the experiment, which was approved by the

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>$M_{b}$ (kg)</th>
<th>Lower extremity length (m)</th>
<th>Measured OSF</th>
<th>Predicted OSF</th>
<th>%Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>71.9</td>
<td>0.94</td>
<td>83.2</td>
<td>83.3</td>
<td>−0.12</td>
</tr>
<tr>
<td>3</td>
<td>79.6</td>
<td>0.95</td>
<td>86.1</td>
<td>87.3</td>
<td>−1.29</td>
</tr>
<tr>
<td>4</td>
<td>80.1</td>
<td>0.985</td>
<td>84.2</td>
<td>85.0</td>
<td>−0.96</td>
</tr>
<tr>
<td>5</td>
<td>75.2</td>
<td>1.01</td>
<td>84.5</td>
<td>84.4</td>
<td>0.22</td>
</tr>
<tr>
<td>6</td>
<td>68.7</td>
<td>0.94</td>
<td>86.8</td>
<td>85.2</td>
<td>1.88</td>
</tr>
<tr>
<td>7</td>
<td>76</td>
<td>0.98</td>
<td>85.1</td>
<td>85.7</td>
<td>−0.63</td>
</tr>
<tr>
<td>8</td>
<td>67.4</td>
<td>0.93</td>
<td>85.9</td>
<td>85.7</td>
<td>0.27</td>
</tr>
<tr>
<td>10</td>
<td>85.5</td>
<td>0.99</td>
<td>79.5</td>
<td>80.2</td>
<td>−0.96</td>
</tr>
<tr>
<td>11</td>
<td>61.1</td>
<td>0.91</td>
<td>93.4</td>
<td>84.0</td>
<td>11.28</td>
</tr>
<tr>
<td>12</td>
<td>50.2</td>
<td>0.81</td>
<td>−</td>
<td>84.2</td>
<td>−</td>
</tr>
<tr>
<td>13</td>
<td>50.2</td>
<td>0.92</td>
<td>80.7</td>
<td>84.8</td>
<td>−4.85</td>
</tr>
<tr>
<td>14</td>
<td>71.1</td>
<td>0.99</td>
<td>−</td>
<td>86.8</td>
<td>−</td>
</tr>
<tr>
<td>15</td>
<td>86.5</td>
<td>0.98</td>
<td>81.4</td>
<td>84.2</td>
<td>0.49</td>
</tr>
<tr>
<td>18</td>
<td>87</td>
<td>0.92</td>
<td>86.7</td>
<td>84.3</td>
<td>4.15</td>
</tr>
</tbody>
</table>

*Calculated without subject 11 (see Results). Subjects 12 and 14 did not show a curvilinear relationship between stride frequency and cost of transport (COT); therefore, optimal stride frequency (OSF) could not be calculated (see Results). $M_{b}$, body mass.
Institutional Review Board of Harvard University. The experiments were conducted at the Skeletal Biology and Biomechanics Lab of the Department of Human Evolutionary Biology at Harvard University.

**Treatment**

After a warm-up period during which subjects ran for 5 min at 3.0 m s\(^{-1}\) at a self-selected SF, each subject was instructed to run at 3.0 m s\(^{-1}\) in synchronization with a metronome set to five different SFs. Although some studies measure SF at ±5% and ±10% of preferred SF (e.g. Snyder and Farley, 2011), preferred SFs on a treadmill may not accurately reflect preferred SFs in overground conditions, and it is difficult to run precisely synchronized with a metronome. We therefore asked participants to run as best they could at 75, 80, 85, 90 and 95 strides min\(^{-1}\), and then measured their actual SFs in each trial. Two trials were recorded for each SF once subjects had adjusted their SF to the metronome. First, subjects ran for approximately 30 s on an instrumented treadmill with 3D motion capture to measure aspects of their kinematics and kinetics at each SF trial in random order (details below). Second, subjects were fitted with a nose clip and a respirometry mouthpiece to collect all expired gas. Subjects first stood at rest for 5 min to measure baseline oxygen consumption and become comfortable with the \(V_O_2\) system; subjects then ran for approximately 6–8 min on a standard treadmill (LifeFitness, Rosemont, IL, USA) at each SF in random order (see below).

**Kinematics and kinetics**

Kinematics and kinetics were measured simultaneously on a treadmill (Bertec, OH, USA) instrumented with two force plates to measure ground reaction forces (GRFs) at 1000 Hz at the same time that 3D motion data were captured at 500 Hz with an 8-infrared camera Oqus motion capture system (Qualysis Corp, Gothenburg, Sweden). Thirteen reflective markers were placed on the following landmarks: the left and right anterior superior iliac spines, the left and right posterior superior iliac spines, the left and right greater trochanters, the medial and lateral epicondyles of the right leg, the medial and lateral malleoli of the right leg, the calcaneous of the right foot, and the second and fifth metatarsal heads of the right foot.

Kinematic and kinetic data were analyzed in Visual 3D (C-Motion, Germantown, MD, USA). Kinematic data were filtered with a 6 Hz low-pass filter, and force-plate data were filtered with a 100 Hz low-pass filter. Segment mass and COM locations of the foot, shank and thigh were calculated in Visual 3D using anthropometric scaling factors provided by Dempster (1955). Each segment was modeled as an elliptical cylinder with length defined as the distance from the distal mediolateral markers to the proximal mediolateral markers defining the segment. The radius of the cylinder at each end was defined as half the distance between the mediolateral markers at the distal and proximal ends of the segment, respectively. The moment of inertia of the segment in each plane was then calculated using the standard formula for a cylinder following Hanavan (1964). Hip, knee and ankle angles were measured on the right limb as the position of the distal segment (thigh, shank and foot, respectively) relative to the proximal limb segment for each joint in the sagittal plane. Angles were calculated at the moment of foot contact with the ground (defined as the first instance of the GRF\(_x\) and at midstance (defined as the point at which anteroposterior forces cross zero from negative to positive). Braking impulses were calculated as the integral of the anteroposterior GRF from foot strike to midstance. Although the cost of swing is the sum of the net mechanical work of accelerating each segment, Doke and Kuo (2007) found that the metabolic cost of swinging the entire lower extremity at different frequencies correlates strongly (Pearson’s \(r=0.95\)) with the peak amplitude of hip flexor moment in the sagittal plane. Consequently, leg swing cost was approximated as the maximum hip flexion moment (MHFM) in the sagittal plane during swing phase. The magnitude of the GRF\(_x\) impact transient peak, when present, was identified as the highest force measured during the peak event. Following Lieberman et al. (2010), when a GRF\(_x\) transient peak was not present, or was difficult to identify, the magnitude of the GRF\(_x\) was measured at 8% of the ground contact time, the average instance of the impact transient occurrence across a group of previously examined subjects. VLR was measured as the slope of the GRF\(_x\) force curve between initial ground contact and the peak impact transient event. Five steps in each trial were calculated and averaged for all variables except the impact transient peak and VLR. For these variables, four steps were averaged except in the case of six subjects who occasionally varied foot strike type within a trial condition altering the occurrence of an impact transient. For these subjects and trials, the most consistent GRF\(_x\) profile (i.e. impact transient versus 8% of stance phase) was chosen with a minimum of two steps averaged for analysis.

**Respirometry**

The energetic cost of running at different SFs was measured using standard open-flow methods (Fedak et al., 1981) in a closed room with constant temperature and humidity. Prior to each experiment, a Sable Systems Flowkit-500H Mass Flow Controller and Pump (Sable Systems International, Las Vegas, NV, USA) was calibrated using a measured flow of \(N_2\), and then used to pull air continuously at 100 l min\(^{-1}\) through a respirometry mouthpiece attached to a Hans-Rudolf, non-rebreathing T-valve and hose. Subjects also wore a nose clip to prevent non-oral breathing. Subsamples of the expired air were pulled at 100 ml min\(^{-1}\) by a gas subsampler (SS-4; Sable Systems International) through a Dri-e rerite cobalt chloride desiccant column to remove water vapor. The subsampled air was then pushed at 100 ml min\(^{-1}\) into a paramagnetic oxygen analyzer (PA-10 Oxygen Analyzer, Sable Systems International) to measure the fractional amount of \(O_2\) at 100 Hz. The amount of \(O_2\) extracted from the air by the lungs was calculated by subtracting the fraction of expired air that is oxygen from the atmospheric concentration of oxygen (approximately 20.93% \(O_2\)). To calculate the rate of \(O_2\) uptake (\(\dot{V}_O_2\)) the extracted percentage \(O_2\) was corrected for system drift and multiplied by the participant’s ventilation rate, measured by the incoming flow rate sensor in the respirometry system as:

\[
\dot{V}_O_2' = f \left( \frac{O_{2,i} - O_{2,f}}{T_i - T_f} - O_{2,ss} \right),
\]

where \(f\) is the ventilation flow rate in the mask at steady-state, \(O_{2,i}\) is the initial percentage \(O_2\) measured prior to the trial, \(O_{2,f}\) is the final percentage \(O_2\) at the end of the trial, \(O_{2,ss}\) is the mean percentage \(O_2\) measured at steady-state, \(T_i\) is the time when \(O_{2,ss}\) was measured, \(T_f\) is the time when \(O_{2,f}\) was measured and \(T_d\) is the time when \(O_{2,r}\) was measured (Perl et al., 2012; Castillo et al., 2014). Oxygen consumption data were sampled using LabChart over a 5–7 min period until participants reached at least 2 min at a flat, steady-state \(V_CO_2\), plateau in which the slope was not significantly different from 0 (Whipp and Wasserman, 1972). \(O_{2,ss}\) and \(O_{2,i}\) \(\dot{V}_O_2\) were normalized for error due to system drift following Perl et al. (2012) by taking a 30 s sample of room air before and after each trial. Net \(\dot{V}_O_2\) was calculated as gross \(\dot{V}_O_2\) minus the \(\dot{V}_O_2\) measured during quiet standing and then converted to mass-specific cost of transport (COT, ml \(O_2\) kg\(^{-1}\) m\(^{-1}\)) by dividing \(\dot{V}_O_2\) by \(M_b\) and treadmill speed.

**Analysis**

In order to compare data between subjects, braking impulse and MHFM in the sagittal plane were normalized to \(M_b\). Because the cost of swing varies in proportion to lower extremity length modeled as a simple pendulum, SF was made dimensionless by dividing it by the leg’s natural frequency, following Hof (1996) as:

\[
dSF = SF/\sqrt{\left(\frac{g}{l}\right)},
\]

where \(g\) is the gravitational constant on earth and \(l\) is standing lower extremity length (measured from the greater trochanter to the floor). Both measurements of anteroposterior foot position relative to the hip and knee were made dimensionless by standardizing to lower extremity length (\(dO_H\) and \(dO_k\)).

Because this study used a within-subjects design, linear mixed models (LMMs) were used to test many of the hypotheses. LMMs find the minimum least square regression solution for a continuous dependent variable given several independent predictor variables, with a subject identifier used as the random grouping effect to account for repeated measures on the same individuals. Thus, the mixed model accounts for the effects of subject-specific random variations in an individual’s model intercept (McCulloch and Searle, 2001). All variables were first examined for normality using a Shapiro-Wilk test and then standardized as Z-scores. To visualize the bivariate relationship
between variables of interest in the linear models while accounting for other model covariates, partial regression plots were generated by plotting the residuals from two LMM regressions: first, the regression of the response variable (e.g. \( dO_H \), braking force) against other model covariates (e.g. \( M_b \) and leg length) while omitting the independent variable of interest (e.g. \( \text{dSF} \) or \( \text{dO}_H \)); and second, the regression of the independent variable of interest (e.g. \( dO_H \), braking force, or peak hip torque) against the remaining model covariates (e.g. \( M_b \) and leg length).

Hypothesis 1 – that the cost of leg swing for a given speed increases in proportion to SF – was tested with LMM1 in which MHFM during swing was used as a proxy dependent variable for the cost of swing; dSF and lower extremity length were fixed effects. Hypothesis 2 – that \( O_H \) and \( O_K \) vary inversely with SF – was tested with LMM2 in which each measure of landing position of the foot was the dependent variable, and with \( M_b \) included as a covariate. Hypothesis 3 – that braking forces at a given speed increase in proportion to \( O_H \) – was tested by LMM3 in which braking impulse was the dependent variable; \( dO_H \) was the fixed effect. The corollary hypothesis, that variations in \( O_H \) after correcting for \( O_H \) will be independent of braking forces, was also tested using partial regression. Hypothesis 4 – that increases in \( O_K \) correlate with less hip flexion, more knee extension and more ankle dorsiflexion at impact, and hence higher rates and magnitudes of the GRF\(_{V}\); impact peak – was tested by using three LMMs: in LMM4a, \( dO_K \) was the dependent variable and hip, knee and ankle flexion at impact; in LMM4b, the magnitude of the impact peak was the dependent variable and \( dO_K \) was the fixed effect; and in LMM4c, the rate of loading of the impact peak was the dependent variable and \( dO_K \) was the fixed effect. Finally, hypothesis 5 – that measured OSF correlates with predicted OSF based on the trade-off between the costs of braking impulse and leg swing – was tested by comparing each subject’s measured and predicted OSFs. Measured OSF was calculated from the minima of the best-fit quadratic regression between net CO\(_T\) and measured SF. Predicted OSF was calculated by solving for the intersection of two least square regressions for each subject: measured SF versus braking impulse, and measured SF versus MHFM (with both dependent variables transformed to percentage of maximum values).

All statistics were calculated using JMP Pro statistical software (Version 11.0, SAS Institute, Cary, NC, USA), with statistical significance considered to be a \( P<0.05 \). For all mixed effects models, a subject identifier was used as the random grouping effect to account for repeated measures from the same individuals. Models used maximum likelihood estimation to compute model coefficients. Because each variable used in statistical models was transformed to a Z-score, effect sizes for the LMMs are reported and compared below as standardized beta coefficients (\( \beta \)).

**RESULTS**

All participants (summarized in Table 1) completed all trials with a high correlation (\( r=0.948, P<0.0001 \)) between each participant’s prescribed and measured SF, confirming that all participants were generally able to adjust their SF to the metronome. With the exception of the 95 strides min\(^{-1} \) trials, measured SFs differed from prescribed SFs by an average of 0.71±1.4 strides min\(^{-1} \) (mean±s.d.); for the 95 strides min\(^{-1} \) trials, the mean was 92.7±2.5 strides min\(^{-1} \). Accordingly, all data were analyzed using each participant’s measured SF. Four of the participants used mostly forefoot strikes, two used mostly midfoot strikes, and nine used mostly rearfoot strikes. Four of the rearfoot strikers and one midfoot striker switched to forefoot strikes when running at 90 and 95 strides min\(^{-1} \); one of the forefoot strikers used rearfoot strikes at 75 strides min\(^{-1} \). Table 2 summarizes mean values for key kinematic and kinetic variables measured at each prescribed SF.

In order to test the relationship between SF and MHFM during swing in the sagittal plane, a proxy for the cost of swing (hypothesis 1), Table 3 summarizes the results of LMM1, in which MHFM was the dependent variable, and dSF (see Materials and methods) and lower extremity length were fixed effects. As Table 3 and Fig. 2A illustrate, SF has a strong, significant and positive effect on MHFM after accounting for lower extremity length (\( \beta=0.72, P<0.0001 \)).

Hypothesis 2 – that \( dO_H \) and \( dO_K \) vary inversely with SF – is summarized in LMM2 and Fig. 2B. LMM2 shows that, after correcting for \( M_b \) as an additional covariate, dSF is negatively associated with \( dO_H \) (\( \beta=-0.82, P=0.003 \); Fig. 2B), but not as strongly associated with \( dO_K \) (\( \beta=-0.38, P=0.12 \)). In other words, higher SFs are significantly associated with reduced \( O_H \) but not \( O_K \) after accounting for covariation between \( dO_H \) and \( dO_K \).

LMM3, which tests the third hypothesis – that braking forces at a given speed increase in proportion to SF and \( O_H \) – is summarized in Table 3 and Fig. 3. In particular, Fig. 3A shows a strong negative association between braking force and dSF after accounting for \( M_b \) (\( \beta=-0.591, P=0.0001 \)). The explanation for this result is the strong positive association (\( \beta=0.89, P=0.0005 \)) between \( dO_H \) and braking impulse after accounting for \( M_b \), summarized in LMM3 of Table 3 and illustrated in Fig. 3B. Further, as our model predicts, Table 3 and Fig. 3C show no significant relationship between braking force and \( dO_K \) after controlling for the effects of \( dO_H \) (\( \beta=0.14, P=0.54 \)).

Hypothesis 4 predicts that \( dO_K \) at impact correlates inversely with hip flexion, knee extension and ankle dorsiflexion at impact, and that \( dO_K \) in turn correlates with higher rates and magnitudes of the GRF\(_{V}\) impact peak. \( dO_K \) at impact was positively associated (LMM4a; \( P=0.0001 \)) with ankle (\( \beta=0.50 \)), knee (\( \beta=0.83 \)) and hip angles (\( \beta=0.36 \)); strongly associated with the magnitude of the impact peak (\( \beta=0.63, P=0.0001 \); LMM4b); and less strongly associated with impact peak loading rate (\( \beta=0.18, P=0.07 \); LMM4c).

Finally, in terms of the relationship between SF and the net CO\(_T\), 12 of the 14 subjects (86%) had a curvilinear relationship between SF and CO\(_T\), with an average \( R^2=0.77±0.16 \). In two subjects (subjects 12 and 14), however, the relationship between SF and net CO\(_T\) was linear with no minimum: one with a positive slope (\( r^2=0.932 \)); the other with a negative slope (\( r^2=0.813 \)). Among the 12 subjects with curvilinear CO\(_T\) results, OSF averaged 84.79±3.62 strides min\(^{-1} \), with a range of 79.5–93.4 strides min\(^{-1} \).

### Table 2. Mean (±1 s.d.) kinematic and kinetic variables at each prescribed stride frequency

<table>
<thead>
<tr>
<th>Variable</th>
<th>SF (strides min(^{-1} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75</td>
</tr>
<tr>
<td>SF (strides min(^{-1} ))</td>
<td>75.7±1.36</td>
</tr>
<tr>
<td>COT (m O(_2) kg(^{-1}) m(^{-1}))</td>
<td>0.180±0.05</td>
</tr>
<tr>
<td>(O_H) (m)</td>
<td>0.172±0.023</td>
</tr>
<tr>
<td>(O_K) (m)</td>
<td>0.009±0.026</td>
</tr>
<tr>
<td>MHFM (N m kg(^{-1}))</td>
<td>0.855±0.112</td>
</tr>
<tr>
<td>Braking impulse (N s kg(^{-1}))</td>
<td>0.022±0.003</td>
</tr>
<tr>
<td>VLR (BW s(^{-1}))</td>
<td>65.9±27.8</td>
</tr>
<tr>
<td>Impact peak (BW)</td>
<td>1.51±0.36</td>
</tr>
</tbody>
</table>

SF, stride frequency; COT, cost of transport; \(O_H\), landing position of the foot (‘overstride’) relative to the hip; \(O_K\), landing position of the foot (‘understride’) relative to the knee; MHFM, maximum hip flexor moment; VLR, vertical loading rate of vertical ground reaction force impact peak; BW, body weight.
This study addressed several questions motivated by the evidence that many experienced runners tend to prefer a restricted range of SFs across endurance running speeds. In addition to testing whether SFs of approximately 85 strides min\(^{-1}\) are optimal in terms of cost, we tested whether OSFs are influenced by a trade-off between MHFMs during swing, a proxy for the cost of swinging the leg (Doke and Kuo, 2007), which increases with higher SFs, and the cost of braking forces influenced by variations in how far the foot lands in front of the hip or knee (colloquially termed ‘overstride’), which increases with longer SLs. We also tested the biomechanical and energetic consequences of different ways to shorten or lengthen stride in order to maintain a given SF at a single speed. Five hypotheses were tested using a within-subjects experimental design in which 14 participants were asked to adopt five different SFs from 75 to 95 strides min\(^{-1}\) while running at the same speed.

The first hypothesis, that MHFMs are predicted to increase in proportion to SF for a given speed, was strongly supported by the very high, significant and positive correlation between MHFM and SF after accounting for the effects of \(M_b\) and lower extremity length. For the subjects measured in this study, increases of 5 strides min\(^{-1}\) increased MHFM by approximately 10.5%, similar to results found by other studies (Cavagna et al., 1997).

### Table 3. Linear mixed model (LMM) results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient±s.e.</th>
<th>(t)-value</th>
<th>(P)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMM1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dSF</td>
<td>0.723±0.055</td>
<td>13.26</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>(M_b)</td>
<td>0.239±0.160</td>
<td>1.49</td>
<td>0.161</td>
</tr>
<tr>
<td>LMM2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(dO_H)</td>
<td>−0.824±0.260</td>
<td>−3.17</td>
<td>&lt;0.0033</td>
</tr>
<tr>
<td>(dO_K)</td>
<td>−0.383±0.240</td>
<td>−1.59</td>
<td>0.120</td>
</tr>
<tr>
<td>(M_b)</td>
<td>0.386±0.263</td>
<td>1.47</td>
<td>0.179</td>
</tr>
<tr>
<td>LMM3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(dO_H)</td>
<td>0.891±0.242</td>
<td>3.68</td>
<td>0.0005</td>
</tr>
<tr>
<td>(dO_K)</td>
<td>−0.137±0.221</td>
<td>−0.62</td>
<td>0.537</td>
</tr>
<tr>
<td>(M_b)</td>
<td>−0.402±0.329</td>
<td>−1.22</td>
<td>0.251</td>
</tr>
<tr>
<td>LMM4a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankle angle</td>
<td>0.499±0.090</td>
<td>5.61</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Knee angle</td>
<td>0.830±0.097</td>
<td>8.60</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Hip angle</td>
<td>0.360±0.059</td>
<td>6.09</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>LMM4b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(dO_K)</td>
<td>0.630±0.087</td>
<td>7.25</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>LMM4c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(dO_K)</td>
<td>0.176±0.094</td>
<td>1.87</td>
<td>0.0663</td>
</tr>
</tbody>
</table>

LMM1: association between dimensionless stride frequency (dSF) and maximum hip flexor moment (MHFM) during swing, with MHFM as dependent variable; dimensionless stride frequency (dSF) and body mass (\(M_b\)) as fixed effects; and subject as random effect.

LMM2: association between both measures of landing position of the foot (\(O_H\) and \(O_K\)) and dSF, with dSF as dependent variable; dimensionless landing position of the foot relative to the hip (\(dO_H\)), dimensionless landing position of the foot relative to knee (\(dO_K\)) and \(M_b\) as fixed effects; and subject as random effect.

LMM3: associations between both measures of the landing position of the foot (\(O_H\) and \(O_K\)) and horizontal braking forces, with horizontal braking force as dependent variable; \(dO_H\), \(dO_K\) and \(M_b\) as fixed effects; and subject as random effect.

LMM4a: association between hip, knee and ankle angles at foot strike and the dimensionless landing position of the foot (\(O_H\) and \(O_K\)), with \(dO_H\) as dependent variable; hip, knee and ankle angles at foot strike as fixed effects; and subject as random effect.

LMM4b: association between the landing position of the foot relative to the knee (\(O_K\)) and impact peak magnitude, with magnitude of vertical GRF impact peak as dependent variable; \(dO_K\) as fixed effect; and subject as random effect.

LMM4c: association between the landing position of the foot relative to the knee (\(O_K\)) and vertical loading rate (VLR) of impact peak, with VLR of vertical GRF impact peak as dependent variable; \(dO_K\) as fixed effect; and subject as random effect.

(\(Figs.\ 4A\)). Measured OSF did not correlate significantly with \(M_b\) \((r=0.22, P=0.46)\), height \((r=0.49, P=0.10)\), or lower extremity length \((r=0.48, P=0.11)\).

Differences between the predicted and observed OSFs, summarized in \(\text{Fig. 4B}\) and \(\text{Table 1}\), show that for the 12 individuals in which OSF could be measured, these values differed from predicted OSF based on braking force and hip flexor moments by an average of 0.67±3.4 strides min\(^{-1}\), an average percentage difference of less than 1% \((P=0.871, \text{Student’s } t\)-test\). These results, moreover, are strongly affected by one outlier, subject 11, whose observed OSF was 4.0 s.d. away from the population mean. When this subject was removed from the analysis following Iglewicz and Hoaglin’s (1993) criteria of outlier removal, the average SF difference between expected and observed minimum OSFs was 0.40±1.6 strides min\(^{-1}\). As \(\text{Fig. 4C}\) shows, the correlation between predicted and observed OSF is moderate and significant \((r=0.71, P=0.015)\).

**DISCUSSION**

This study addressed several questions motivated by the evidence that many experienced runners tend to prefer a restricted range of SFs across endurance running speeds. In addition to testing whether SFs of approximately 85 strides min\(^{-1}\) are optimal in terms of cost, we tested whether OSFs are influenced by a trade-off between MHFMs during swing, a proxy for the cost of swinging the leg (Doke and Kuo, 2007), which increases with higher SFs, and the cost of braking forces influenced by variations in how far the foot lands in front of the hip or knee (colloquially termed ‘overstride’), which increases with longer SLs. We also tested the biomechanical and energetic consequences of different ways to shorten or lengthen stride in order to maintain a given SF at a single speed. Five hypotheses were tested using a within-subjects experimental design in which 14 participants were asked to adopt five different SFs from 75 to 95 strides min\(^{-1}\) while running at the same speed.

The first hypothesis, that MHFMs are predicted to increase in proportion to SF for a given speed, was strongly supported by the very high, significant and positive correlation between MHFM and SF after accounting for the effects of \(M_b\) and lower extremity length. For the subjects measured in this study, increases of 5 strides min\(^{-1}\) increased MHFM by approximately 10.5%, similar to results found by other studies (Cavagna et al., 1997).
Our results also support the second hypothesis, that both $dO_H$ and $dO_K$ vary inversely with SF. Although higher SFs were significantly and strongly associated with the foot landing closer to the vertical position of the hip and knee, after accounting for covariation between $O_H$ and $O_K$, higher SFs were significantly associated with $O_H$ but not $O_K$. In other words, longer strides at lower SFs were more strongly associated with the foot landing position relative to the hip rather than the knee. This result was corroborated by an additional LMM, which showed that measured SF was most strongly and significantly associated with variations in hip angle at foot strike ($\beta=0.94$, $P<0.0001$), less strongly with knee angle ($\beta=-0.43$, $P=0.07$), and not with ankle angle at foot strike ($\beta=-0.28$, $P=0.21$).

The third hypothesis, that the impulse caused by posteriorly directed braking forces for a given speed increases in proportion to $O_H$, was also supported. We found strong associations between braking force against model covariates without SF ($Z$-transformed) and stride frequency (dSF). In all regressions, the $y$-axis (dependent variable) plots the residuals of the LMM of horizontal braking force regressed against $M_b$ (fixed effect) and subject (random effect) without the relevant dependent variable. In A, the $x$-axis plots the residuals of the LMM of dSF regressed against $M_b$ (fixed effect) and subject (random effect) without braking force; in B, the $x$-axis plots the residuals of LMM of dimensionless landing position of the foot relative to the hip ($dO_H$) against landing position of the foot relative to the knee ($dO_K$) without braking force; in C, the $x$-axis plots the residuals of LMM of $dO_K$ against $dO_H$ and $M_b$ (fixed effects) and subject (random effect) without braking force. Note that the slopes and $P$-values of the regressions are the same as the coefficients ($\beta$) and $P$-values in Table 3.

Our results also support the second hypothesis, that both $dO_H$ and $dO_K$ vary inversely with SF. Although higher SFs were significantly and strongly associated with the foot landing closer to the vertical position of the hip and knee, after accounting for covariation between $O_H$ and $O_K$, higher SFs were significantly associated with $O_H$ but not $O_K$. In other words, longer strides at lower SFs were more strongly associated with the foot landing position relative to the hip rather than the knee. This result was corroborated by an additional LMM, which showed that measured SF was most strongly and significantly associated with variations in hip angle at foot strike ($\beta=0.94$, $P<0.0001$), less strongly with knee angle ($\beta=-0.43$, $P=0.07$), and not with ankle angle at foot strike ($\beta=-0.28$, $P=0.21$).

The third hypothesis, that the impulse caused by posteriorly directed braking forces for a given speed increases in proportion to $O_H$, was also supported. We found strong associations between braking
impulse and dO_H as well as between braking impulse and SF after correcting for M_b (as well as lower extremity length). Thus, as individuals decrease their SF and increase SL by increasing O_H, they substantially alter the trajectory of the COM as predicted by Lee et al. (2013), and they increase the braking impulse that slows the forward movement of the COM in the sagittal plane, corroborating the results of Heiderscheit et al. (2011). In fact, the subjects in this study incurred approximately 6.8% more braking force during the first half of stance for every decrease of 5 strides min^{-1} below optimum. In addition and as predicted, variations in O_K had no significant effect on braking impulse after accounting for the effects of O_H (Fig. 3C). In other words, the braking effects of ‘overstriding’ result from the position of the foot at landing relative to the body’s COM rather than to the position of the foot relative to the knee.

Hypothesis 4, which predicted that increases in O_K would be associated with a more extended lower extremity at impact, leading to higher rates and magnitudes of loading in the GRF_V impact peak, was partially supported. We found that higher O_K was significantly associated with a less flexed hip, a more extended knee and a more dorsiflexed ankle. Although O_K was very significantly associated with the magnitude of the GRF_V impact peak (LMM4b in Table 3), the association between O_K and the rate of vertical loading of the impact peak only approached conventional levels of significance (P=0.07; LMM4c in Table 3). These results confirm evidence that other factors which influence lower extremity compliance during impact such as the stiffness of the shoe heel and knee flexion during impact also affect rates of loading (Addison and Lieberman, 2015).

Finally, the results mostly support the fifth hypothesis, that OSF is partly influenced by the trade-off between the costs of braking impulse and leg swing; 86% of the participants showed curvilinear relationships between COT and SF, and their observed OSFs averaged 85 strides min^{-1}. In addition, the predicted OSFs of these individuals based on the intersection of the relationship between SF with braking impulse and MHFM explained about 50% of the variance in measured OSF, with an average difference of only 0.40 strides min^{-1} between predicted and observed OSF (with the exception of one outlier as well as two individuals who lacked an OSF). In fact, the predicted OSFs of 75% of the 12 subjects with curvilinear relationships between COT and SF were within 2 strides min^{-1} of their observed OSFs. Although this study examined only one speed, the results generally support other studies which found that most runners have OSFs of approximately 85 strides min^{-1} independent of M_b and lower extremity length (Högberg, 1952; Petray and Kranefuhr, 1985; McMahon et al., 1987; Kaneko et al., 1987; Cavanagh and Kram, 1989; Hunter and Smith, 2007; Snyder and Farley, 2011). However, the average OSF measured here was 85 strides min^{-1}, significantlybelow the 90 strides min^{-1} (one-tailed t-test, P<0.001) recommended by some coaches (for review, see Larson and Katovsky, 2012). Further, two of the participants did not have an OSF, and the full range of OSFs was from 79.5 to 93.4, highlighting not only the variability in OSF but also the importance of factors such as lower extremity stiffness not addressed by this study that may also influence OSF.

This study has a number of limitations. First, only one speed was used, yet many of the factors that influence OSF vary in different ways as a function of speed. For example, runners may adjust their kinematics at higher speeds to decrease O_H, and hence braking forces, more effectively for a given SF than they can lessen MHFMs needed to swing the leg. Speed also affects contact time, leg stiffness and other variables that influence elastic energy storage (Farley and González, 1996). A related problem is that runners were asked to run at a wide range of SFs, some of which were challenging and far from their PSF, perhaps causing participants to alter their kinematics in ways that covary with SF. In addition, this study tested only experienced, fit runners, but the ability to adjust kinematics, and hence cost, may be affected by fitness, experience, strength and other factors that affect internal and external work as well as elastic energy storage. Future studies would benefit from using a wider range of speeds, studying participants with a broader range of experience and skill, and considering additional variables such as limb stiffness, energy lost to collision, as well as variations in trunk lean, strike type and differences in footwear.

Although further research is needed, these results support other findings that most runners likely benefit from a SF of approximately 85 strides min^{-1}. This frequency not only minimizes cost, but also affects kinematics in ways that may be relevant to injury, notably by reducing braking impulses, vertical oscillations of the COM, vertical GRFs and tibial accelerations at impact, and loading at the hip and knee but not the ankle (Farley and González, 1996; Mercer et al., 2003; Stergiou et al., 2003; Derrick et al., 1998; Morin et al., 2007; Seay et al., 2008; Heiderscheit et al., 2011; Chumanov et al., 2012; Lenhart et al., 2014; Schubert et al., 2014).

The other major implication of this study is that, although runners must necessarily increase their SL as they speed up to maintain a constant SF, there appear to be benefits to lengthening one’s stride by increasing O_H without increasing O_K. As Fig. 1 shows, such increases in stride length involve increasing hip flexion rather than knee extension at the end of the swing phase, causing the runner to land with a nearly vertical tibia and with the ankle below the knee. The results of this study indicate that such landings result in lower rates and magnitudes of the impact peak – variables that some studies have implicated in lower rates of several injuries including tibial stress syndrome, Achilles tendonitis, patellofemoral pain syndrome and lower back pain (Milner et al., 2006; Pohl et al., 2009; but see Nigg, 2001). Unless a runner has a very dorsiflexed ankle at foot strike, a more vertical tibia at landing will also cause runners to land with a midfoot or forefoot strike, which has also been observed to be more common among barefoot runners who also typically run with relatively high SFs (Divert et al., 2008; Squadrone and Gallozzi, 2009; Larson and Katovsky, 2012; Lieberman 2012, 2014; McCallion et al., 2014; Lieberman et al., 2015). Such strikes may also lead to lower rates of injuries (Daoud et al., 2012). We conclude there is a need for prospective studies that test the effects of variations in tibial angle at impact and where the foot lands relative to the knee, O_K, on injury.
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