Suction feeding is thought to be the primary mode of prey capture in most larval fishes. Similar to adult suction feeders, larvae swim towards their prey while rapidly expanding their mouth cavity to generate an inward flow of water that draws the prey into the mouth. Although larvae are known to experience flows with lower Reynolds numbers than adults, it is unclear how the suction-induced flow field changes throughout ontogeny, and how such changes relate to prey capture performance. To address these questions, we determined mouth dimensions and opening speeds in Sparus aurata from first-feeding larvae to adults. We proceeded to develop a computational model of mouth expansion in order to analyze the scaling of suction flows under the observed parameters. Larval fish produced suction flows that were around two orders of magnitude slower than those of adults. Compared with adult fish, in which flow speed decays steeply with distance in front of the mouth, flow speed decayed more gradually in larval fish. This difference indicates that viscous forces in low Reynolds number flows modify the spatial distribution flow speed in front of the mouth. Consequently, simulated predator–prey encounters showed that larval fish could capture inert prey from a greater distance compared with adults. However, if prey attempted to escape then larval fish performed poorly: simulations inferred capture success in only weakly escaping prey immediately in front of the mouth. These ontogenetic changes in Reynolds number, suction-induced flow field and feeding performance could explain a widespread ontogenetic diet shift from passive prey at early life stages to evasive prey as larvae mature.
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INTRODUCTION

The larval stage of most marine fish is spent in the pelagic environment, where they suffer very high mortality rates as a result of predation, advection away from favorable habitats and starvation (Cowen, 2002; Hunter, 1980; Leis and McCormick, 2002). Newly hatched larvae subsist on a limited supply of yolk and must therefore capture food before their energy resources become depleted (Fyhn, 1989; Hunter, 1981). The success rate of prey capture by larval fish rapidly increases with age (Houde and Schekter, 1980; Hunter, 1981). As larvae mature, their skeleton gradually ossifies, body and mouth grow and they experience a hydrodynamic regime characterized by higher Reynolds numbers (Hernández, 2000; Houde and Schekter, 1980; Müller and van Leeuwen, 2004; Osse and van den Boogaart, 1999; Osse, 1989). These changes improve larval swimming and c-start performance, as well as detection of prey (Danos and Lauder, 2012; Müller et al., 2008; Müller and van Leeuwen, 2004; Müller and Videler, 1996; Osse and van den Boogaart, 1999). It has also been hypothesized that the hydrodynamic regime experienced by small larvae reduces their encounter rates with prey or limits their ability to capture prey (Anto and TURINGAN, 2010; China and Holzman, 2014; Hernández, 2000; Houde and Schekter, 1980; Osse, 1989).

It is widely accepted that many larval fishes capture their prey using suction and that the biomechanics of larval suction feeding is similar to those of adult fish (Hernández, 2000): both expand the oral cavity in order to drive a volume of water containing the prey into the mouth. The ingested volume of water, distance between mouth and prey and flow speed are important variables contributing to the ability of the predator to overcome the predator-avoidance tactics of the prey and draw it into the mouth (Holzman et al., 2007; Wainwright and Day, 2007).

The hydrodynamics of prey capture in adult and juvenile fish are well characterized (Day et al., 2005; Higham et al., 2006; Holzman et al., 2008a; Müller et al., 1982; Staab et al., 2012; Van Wassenbergh and Aerts, 2009). In bluegill sunfish, flow visualization of suction flows in an ontogenetic series of young-to-adult with peak gape diameter (defined as the maximal diameter of the mouth aperture) of 3–15 mm demonstrated stronger flows in the larger fish (Holzman et al., 2008a). Additionally, larger fish drew water from a greater absolute distance compared with juveniles and flow speed could be estimated from the rate of volumetric expansion of the mouth cavity and gape diameter (Holzman et al., 2008a).

Flow visualization revealed flow patterns outside the mouth that conform to the prediction of analytical models (Müller et al., 1982). Flow speeds were symmetrical around the central axis of the mouth and, regardless of gape diameter, speed decayed steeply from its maximum at the mouth center to 10% of the maximum at a distance of one gape diameter away (Day et al., 2005; Higham et al., 2006; Holzman et al., 2008a; Müller et al., 1982; Staab et al., 2012; Van Wassenbergh and Aerts, 2009).

In contrast to adult and juvenile fish, the hydrodynamics of suction feeding in larvae is less clear. Larval fish operate in low Reynolds numbers (Re), where viscosity effects are greater, and the equations describing fluid flow are nonlinear (Tuck, 1970). A two-dimensional Navier–Stokes model of a carp larva revealed a strong dependency of suction flows on the fluid viscosity (Drost et al., 1988). In a simulated larval feeding at Re=150, about 40% of the energy spent on mouth expansion was lost to frictional forces rather than to accelerating water towards the mouth. Dynamic scaling experiments, in which Sparus aurata Linnaeus 1758 (gilt-head seabream) larvae were immersed in solutions up to eight times more viscous than seawater, indicated that the ability of larvae to capture...
The ability of a predator to capture its prey using suction flows can be described by the ratio of suction forces generated by the predator to the body mass of the prey (Wainwright and Day, 2007). Nevertheless, the existing models have not quantitatively compared the spatial flow fields in larval fish with those of adults, despite the potential impact of lower Re regimes on prey-capture performance in first-feeding larval fish.

The ability of a predator to capture its prey using suction flows can be described by the ratio of suction forces generated by the predator to the body mass of the prey (Wainwright and Day, 2007). Nevertheless, the existing models have not quantitatively compared the spatial flow fields in larval fish with those of adults, despite the potential impact of lower Re regimes on prey-capture performance in first-feeding larval fish.

The goals of the present research were: (1) to describe the flow field in front of the mouth in an ontogenetic series of fish from first-feeding larvae to adults; and (2) to assess how changes in flow field affect the capture of both inert and escaping prey. Based on the scaling of mouth dimension and mouth-opening speed in S. aurata, we developed a computational model of fluid flow during suction feeding. Mouth cavity was modelled as a series of three interconnected truncated cones, and mouth expansion occurred as a coordinated motion of the three cones. We evaluated the fluid flow patterns in front of the mouth at several life stages, and used these results to assess how changes in the spatial distribution of flow, peak flow speeds and mouth size affect the ability to capture both inert and evasive prey.

### RESULTS

#### Ontogeny of mouth-cavity dimensions and expansion

The growth of peak gape diameter (2×R₁ₜₘₐₓ; Fig. 1) with respect to mouth cavity length (L) had a slope of 0.95 (±confidence intervals [CI]=0.032; Fig. 1A; linear regression on log-transformed values, F₁,₃₅=2470; P<0.001; R²=0.98). The time to peak gape (defined as the time it took the fish to open its mouth from 20% to 95% of peak gape diameter; Tₚₑᵃᵏᵉ) ranged from 9 to 76 ms (n=47 strikes) and was not correlated with fish standard length, mouth cavity length or peak gape diameter (Fig. 1A; linear regression; P>0.1; R²<0.1 for all variables). Quantile regression further showed no relationship

### List of symbols and abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L₁, L₂, L₃</td>
<td>length of each of the three mouth sections (mm)</td>
</tr>
<tr>
<td>R</td>
<td>Euclidean distance from the longitudinal axis to a point P (unit length of peak gape diameters)</td>
</tr>
<tr>
<td>R₁(t), R₂(t), R₃(t)</td>
<td>time-dependent radius of each mouth section, at the anterior end of the section (mm)</td>
</tr>
<tr>
<td>R₁ₘₐₓ</td>
<td>maximal radius of the mouth aperture (mm)</td>
</tr>
<tr>
<td>t</td>
<td>time (s)</td>
</tr>
<tr>
<td>U(t)</td>
<td>flow speed at time t (m s⁻¹)</td>
</tr>
<tr>
<td>Uₘₐₓ</td>
<td>maximal flow speed at the center of the mouth aperture (R,Z = 0,0) (m s⁻¹)</td>
</tr>
<tr>
<td>Uₘₐₓ</td>
<td>maximal flow speed at the center of the mouth aperture (R,Z = 0,0) (m s⁻¹)</td>
</tr>
<tr>
<td>Z</td>
<td>signed distance from the plane of the mouth to point P (unit length of peak gape diameters)</td>
</tr>
<tr>
<td>r(t)</td>
<td>flow speed at time t in units of Uₘₐₓ</td>
</tr>
</tbody>
</table>

### Diagrams

![Fig. 1. Mouth cavity dimensions, expansion, and flow speed in Sparus aurata. (A) Peak gape diameter as a function of mouth cavity length. The dashed line corresponds to the slope from a major axis regression. (B) Time to peak gape as a function of peak gape diameter. The dashed line corresponds to the slope from a quantile regression (lower 25%). (C) Peak flow speed at the center of the mouth aperture (Uₘₐₓ) as a function of peak gape diameter. (D) Maximal Reynolds number (Re) at the center of the mouth aperture as a function of peak gape diameter. Data in A,B are from measurements on S. aurata, data from C,D are from the CFD model. The dashed line in C,D corresponds to flow speed and Re expected based on the time-dependent volumetric expansion of the mouth and gape diameter alone.](image-url)
between peak gape diameter and the time to peak gape in the fastest 25% of sampled strikes (estimated slope ± CI=0.73±1.05) and that the estimated intercept (mean time to peak gape diameter in the fastest strikes) was 19.7 ms (lower and upper CI=9.1 and 1.5, respectively).

Scaling of flow speed
The flow pattern in front of the mouth was analyzed using a cylindrical coordinate system, with the origin at the mouth aperture center and the longitudinal axis along the mouth center line (Fig. 2). In this coordinate system, a point \( P \) can be described by its radial distance \( R = \text{the Euclidean distance from the longitudinal axis} \) and its longitudinal distance \( Z = \text{the signed distance from the plane of the mouth to the point} \) \( P \) onto the longitudinal axis). The unit lengths \( R \) and \( Z \) on the radial and longitudinal axes were scaled to peak gape diameter \( 2\times R_{1,max} \).

Flow speeds were strongly dependent on mouth cavity dimensions and expansion speeds. At the center of the mouth aperture \([(R,Z) = (0,0)]\), maximal flow speed \( U_{m,max} \) was higher for mouths with larger gape diameters (Fig. 1C). The rate of increasing flow speed with increasing peak gape diameter was faster for mouths with peak gape diameters >0.5 mm. Reynolds numbers were also higher for mouths with peak gape diameters >0.5 mm because of the concomitant increase in maximal flow speed (Fig. 1D). The model with the largest peak gape diameter (10 mm) was characterized by a maximal \( Re = 10^4 \), whereas models with the smallest gape diameter (<0.5 mm) were well below maximal \( Re \) of \( 10^2 \).

The time of peak flow speed (defined as the time of maximal flow speed at the center of the mouth aperture \([(R,Z) = (0,0)]\)) coincided with the peak of the first derivative of mouth cavity volume displacement with respect to time. For mouths with peak gape diameters <0.125 mm, peak flow speed occurred at \( t = 8.5 \) ms, whereas for the largest diameter, peak flow speed occurred at \( t = 10 \) ms. Nonetheless, no significant relationship was observed between peak gape diameter and the time of peak flow speed (\( t < 0.2, P > 0.1 \)).

To compare the spatial pattern of suction flows across mouths in which peak gape diameters and peak flow speed spanned two orders of magnitude, we defined scaled flow speed \( U(t) \) as flow speed at any given point in space divided by peak flow speed at the center of the mouth aperture of each model. This analysis revealed that the pattern of fluid velocity in front of the mouth changed with peak gape diameter. Fig. 3 illustrates that in models with peak gape diameters of 0.0625 and 0.125 mm, flow speed gradients along the mouth center line \((Z\text{-axis})\) are more gradual, and flows reach a greater scaled distance than in models with peak gape diameters of 1.25 and 10 mm. For large mouths with gape diameters ≥0.5 mm,
scaled flow speed \( v(t) \) decayed by half at \( Z=0.35 \) mouth diameters and to 0.10 at \( Z=1 \) (Fig. 4). These patterns were also evident from measurements at various radial distances \( R \) above the longitudinal axis (Figs 4, 5). Flow speeds were largely uniform over the mouth aperture, except for an area of slow flow near the mouth rim (Fig. 6). For small mouths with peak gape diameters <0.5 mm, \( v(t) \) decayed at a lower rate (Fig. 4). For the smallest mouth (peak gape diameter=0.065 mm), \( v(t) \) decayed by half at \( Z=0.85 \) and to 10\% at \( Z=2 \). For these gape diameters, velocities farthest from the longitudinal axis (\( R >1/4 \)) decayed more gradually than did those observed on the longitudinal axis (\( R=0 \); Fig. 5). In the smallest mouth, a parabolic profile was observed for the flow speed across the mouth aperture (Fig. 6). These results indicate a strong effect of viscous forces at low Reynolds number flows on the spatial distribution of flow speeds in front of the mouth.

**Capture of inert particles**

The potential of fish to capture inert prey was analyzed from the fate of simulated inert particles that were present in front of the mouth aperture at the onset of the suction flows and were tracked through the simulated mouth opening (Figs 2, 7). For large mouths with peak gape diameter \( \geq 0.5 \) mm, particles were entrained from \( Z\leq 0.9 \), whereas for smaller mouths with peak gape diameter <0.5 mm particles were entrained from larger distances of up to \( Z=1.26 \). In the largest mouth (peak gape diameter=10 mm), 54.1\% of the seeded particles in front of the mouth aperture were captured, whereas in the smallest one (with peak gape diameter=0.0625 mm), 77.2\% of the particles were entrained.

**Capture of evasive prey**

The potential to capture escaping prey was determined as the thrust required by simulated prey to evade capture (hereafter ‘escape thrust’). Mouths with larger gape diameters (and faster suction flows) required prey to exert higher escape thrust. Furthermore, large mouths with peak gape diameter >0.5 mm could capture prey that started their escape from greater distances of up to \( Z=0.9 \) peak gape diameters (Fig. 8). Prey had to exert forces ranging from \( \sim 10^{-7} \) to \( 10^{-10} \) N, depending on the initial distance from the mouth, in order to escape these large gape diameters. Small mouths with peak gape diameters \( \leq 0.5 \) mm could capture escaping prey from only a limited distance. For example, maximal prey capture distance was \( Z=0.62 \) for mouth diameter=0.5 mm and \( Z=0.18 \) for peak gape diameters of 0.125 mm. Prey had to exert forces ranging from \( \sim 10^{-9} \) to \( 10^{-12} \) N, depending on initial distance from the mouth, to escape these small gape diameters. No prey was captured by the mouth with the smallest peak gape diameter (0.0625 mm), even at the closest initial distance of 0.1 gape diameters.

**DISCUSSION**

On the basis of the observed scaling of mouth dimensions and mouth-opening speed in *S. aurata*, we developed a computational model of mouth expansion and evaluated the fluid flow patterns in front of the mouth at several life stages. Simulations revealed that transition into a regime of \( Re<100 \) (peak gape diameter <0.5 mm) strongly affected the characteristics of suction flows. The scaling of peak flow speed with peak gape diameter size showed negative allometry (Fig. 1) and spatial flow speed gradients on the
longitudinal axis become less steep at smaller gape diameters (Figs 3–5). For mouths with smaller peak gape diameter, inert prey in front of the mouth were drawn from greater normalized distances than for large gape diameters (Fig. 7). However, the ability of small mouths to capture evasive prey is greatly compromised, as they were only able to capture weakly escaping prey and from a very close strike initiation distance (Fig. 8).

**Implications for larval feeding**

Changes in peak flow speed and the spatial distribution of flow that result from increasing mouth size combine to strongly affect scaling of feeding performance. The smallest mouths (e.g. 0.065–0.25 mm) could draw passive prey from the greatest scaled distance (relative to mouth diameter), but their performance dropped dramatically when prey utilized even moderate escape thrusts. Larval fish are therefore more effective in capturing passive prey, which can include the eggs of fish and invertebrates, and particulate organic materials. Indeed, although these prey are frequently captured by fish at all life stages, they make up the overwhelming majority of larval fish diets (Hillgruber et al., 1995; Holzman and Genin, 2003; Kent et al., 2006; Sponaugle et al., 2010).

In contrast, because small mouths can produce only weak suction flows, they are very limited in their ability to capture evasive prey, such as copepods, shrimps, krill and fish (Holzman et al., 2007). The combination of lower flow speed and more moderate flow gradients in larval fish results in weaker pressure gradient forces exerted on the prey. Consequently, larval fish suffer a performance decrement when feeding on prey that employ an escape response, as is illustrated in the negative correlation between maximal capture distance and mouth size for both absolute (Fig. 8A) and scaled (Fig. 8B) distances, and by the negative correlation between maximal escape thrust (at any starting distance) and mouth size.

Our results are consistent with previous observations showing that, for evasive prey, capture distances is greater for larger gape diameter even within the range of mouth sizes exhibited in larval fish. China and Holzman (China and Holzman, 2014) quantified the distance between larval *S. aurata* and their swimming prey at the time of mouth opening. They observed that although young larvae (8 days post hatching) attempted to strike only on prey at a distance of 0.7 mouth diameters from the mouth, their success rate at this close range was negligible. At 13 days post hatching, larvae were successful in capturing prey at a distance of up to 0.8 mouth

---

**Fig. 6.** Representative flow speed profiles across the mouth aperture (Z=0). Data are shown for models with peak gape diameter of (A) 0.065 mm, (B) 0.125 mm, (C) 1.25 mm and (D) 10 mm. The x-axis represents the radial distance (on the R axis) from the center of the aperture. Data are shown for t=5, 10, 15 and 20 ms.

---

**Fig. 7.** Capture of inert particles. A total of 364 inert particles were seeded in front of the mouth, with the closest particle located at [R,Z]=[0,0] and the farthest at [0.78,1.5]. Particles were homogenously distributed in this area, with spacing of R=Z=0.06 (see Fig 2; supplementary material Table S1). The fate of the particles at t=20 ms was noted; blue circles indicate the initial (t=0 ms) locations of particles that were not entrained into the mouth, while red plus signs represent the initial (t=0 ms) locations of entrained particles. Asterisks represent the final locations of entrained particles. The number of entrained particles (N) is denoted on each panel. The shaded gray area (black margins) represents the fully expanded mouth (t=20 ms). Data are shown for peak gape diameter of (A) 0.0625 mm, (B) 0.125 mm, (C) 1.25 mm and (D) 10 mm. The unit length R and Z on the radial and longitudinal axes was defined as one peak gape diameter.
diameters from the mouth, and larvae at 22 days post hatching captured prey at a distance of up to 1.2 mouth diameters. This increase in prey capture distance corresponded to a fivefold increase in prey capture success (China and Holzman, 2014).

We found that the decay of flow speed in small mouths varies across the mouth opening (Fig. 5). Consequently, small mouths (≤0.5 mm) can have low performance for prey that is not located directly in front of the mouth, that is, off the longitudinal axis (R<0.75 mouth diameters). We note that our inferences of prey-capture abilities are valid only for prey located in front of the mouth (supplementary material Fig. S1). However, this inference is justified by the observation that fish generally position themselves such that the prey is located in front of the mouth (Drost, 1987; Higham et al., 2006; Kane and Higham, 2014).

Our results provide a plausible mechanistic explanation for the widespread observation that larval fish diets include increasing proportions of evasive prey as the larvae grow. Laboratory experiments with S. aurata larvae showed that the proportion of live prey in the diet increased during the first 10 days after feeding commenced, whereas the proportion of inert particles decreased (Fernández-Díaz et al., 1994), despite the constant density of the two prey types. In the wild, individuals of this species shifted to feeding heavily on copepods and mysids as juveniles (Tancioni et al., 2003). This ontogenetic shift in selectivity [the acquisition of a prey type in proportions that differ from its relative density around the predator (Chesson, 1983)] seems to be a common trend in fish. In laboratory experiments, young larval herring fed on poorly escaping mollusk veligers and copepod nauplii in proportions significantly greater than their relative density around the predator, but shifted to more evasive copepods and copepodes at later larval stages (Checkley, 1982). Similarly, Gulf menhaden fed in the laboratory on poorly escaping tintinnids and later switched to copepod nauplii (Stoecker and Govoni, 1984). In the wild, Atlantic cod larvae shifted their diet from poorly escaping copepod nauplii at early stages to copepod females that exhibited strong escape responses (Robert et al., 2011). Similarly, first-feeding larvae of walleye pollock fed exclusively on copepod nauplii and copepod eggs (Hillgruber et al., 1995), whereas the proportion of large copepods and krill in the diet of juvenile pollock increased with increasing fish size (Schabetsberger et al., 2000). In another study, adult walleye pollock fed on decapods and krill in higher proportions than expected based on prey abundances (Brodeur, 1998). Although our results strongly suggest that the limitations of suction-induced flow fields contribute to the observed low proportions of evasive prey in larval fish guts, other mechanisms such as vision, prey size and armor, are also known to affect prey selectivity.

**Flow patterns: comparison with previous studies**

Previous experimental investigations into patterns of suction flows using particle image velocimetry (PIV) conformed to inviscid models, such as that of Müller et al. (Müller et al., 1982). These studies showed a consistent spatial decay of flow speeds in front of the mouth and stereotypical temporal variation in flow speed as a function of the gape cycle (Day et al., 2005; Higham et al., 2006; Holzman et al., 2008a; Staab et al., 2012). Our simulations generated similar patterns to reported observations on fish with mouth diameters >3 mm. However, data for smaller fish are sparse, and extrapolations to flow properties in larval fish are thus difficult to make. The limited experimental data that do exist suggest that particles are captured from a distance greater than one mouth diameter (Hernández, 2000), consistent with our findings. Note that peak flow speeds obtained by our model were around twice the PIV measurements recorded for other species with similar-sized mouths (Higham et al., 2006; Holzman et al., 2008a). This discrepancy in peak flow speeds could be due to interspecies differences in mouth volume and kinematics (PIV data not available for S. aurata) and to the fact that opercular opening was excluded from our simulations [as in other models (Müller et al., 1982; Van Wassenbergh and Aerts, 2009)].

Models of suction feeding often make the simplifying assumption of inviscid flow. Such treatment was recently justified for large fish (mouth diameter ~3.5 mm, Re>104), in which violations of this assumption have only a minimal effect on the spatial pattern of flow in front of the mouth (Van Wassenbergh and Aerts, 2009). Models that operate under this assumption have proved instrumental in predicting the spatial and temporal patterns of flow speed in front of the mouth, the distribution of suction pressure, the work required to expand the mouth cavity and the relationships between expansion kinematics and flow speed (Bishop et al., 2008; Müller et al., 1982; Van Wassenbergh et al., 2006a). However, for mouth diameters smaller than 0.5 mm, the inviscid model of Bishop et al. (Bishop et al., 2008) over-estimated peak flow speeds by 33–66% compared with the present model (Fig. 3C) and Re values calculated on the basis of CFD were two to three times larger than those estimated using the inviscid model (Fig. 1D). A separate model, which describes a circular vortex in front of the mouth and also assumes inviscid flow (Müller et al., 1982), was also found not to accord with our results at small mouth sizes. In mouths with small diameters (≤0.5 mm), the decay of flow speed was more gradual in our CFD model compared with the model of Müller et al. (Müller et al., 1982) (see Figs 3–5). These results contrast with the common notion that the decay of flow speed is a relatively invariant function of distance from the mouth (Day et al., 2005; Higham et al., 2006; Holzman et al., 2008a; Müller et al., 1982; Staab et al., 2012; Van Wassenbergh and Aerts, 2009).

A two-dimensional (2D) CFD model for suction-feeding carp larvae (peak gape diameter=0.256 mm) predicted that viscosity would have a strong effect on the energy required to open the mouth and reported a strong flow speed gradient across the aperture (Drost et al., 1988). The authors of that study did not report the marked
effects of size on flow pattern that we obtained here. It is, however, difficult to directly compare these findings with the present results because the earlier study employed a much coarser computational grid and assumed a more simplified model of two separating plates. This difference in modeled mouth shape can potentially strongly influence the inferred flow. For example, Bishop et al. reported that peak flow speed was three times higher when the expanding mouth was modeled as a single cone compared with a triple cone, even when mouth-opening time and peak volume were similar (Bishop et al., 2008). Moreover, the 2D CFD model (Drost et al., 1988) invoked a faster expansion time (8 ms) and produced flow speeds greater than 0.6 m s⁻¹, which correspond to Re > 100. In the present study, deviations from the inviscid models were most pronounced at Re < 100. Although no experimental data are available on suction flow speeds in larval fish, flows of 0.6 m s⁻¹ were measured for 60 mm juvenile bluegill sunfish (Holzman et al., 2008a) and could, therefore, be an over-estimation for a 6.5 mm larva.

In summary, we developed an axi-symmetric computational model of mouth expansion that allows simulation of suction-induced flow fields across a large range of mouth sizes. The model is based on the observed isometric scaling of feeding morphology and independence of mouth opening speed with respect to body size in Sparus aurata (Fig. 1). The spatial pattern of suction flows changed dramatically during ontogeny, following the transition from low to high Re regimes. These changes have a strong effect on the forces exerted on prey and, consequently, on the nature of predator–prey interactions. The present results demonstrate that understanding the hydrodynamic properties of suction flow could be key to understanding larval feeding performance, which has direct consequences for larval starvation and mortality.

**MATERIALS AND METHODS**

**Scaling of mouth cavity dimensions**

We developed an axi-symmetric model of mouth cavity expansion, parameterized by empirical measurements of mouth cavity dimensions in *S. aurata* ranging in life stages from first feeding to adulthood. The model was composed of three compartments of constant axial lengths, *L₁*, *L₂* and *L₃* (Fig. 9A). These compartments represented the region from the mouth opening to the anterior hyoid (*L₁*), the region spanning the anterior to posterior length of the hyoid (*L₂*) and the region posterior to the hyoid extending to the opening of the esophagus (*L₃*). Mouth cavity expansion was simulated as time-dependent changes in the radii *R₁*, *R₂* and *R₃* of each compartment (as described in Eqn 1) to simulate an anterior-to-posterior wave of mouth opening (Fig. 9B) (Bishop et al., 2008). The radius *R₁* represents the radius of the mouth aperture, referred to throughout the text as ‘gape’. Thus, gape diameter equals 2×*R₁*. The radius *R₂* at the esophagus opening was held constant throughout the simulation of mouth opening. The lengths *B₁*, *B₂* and *B₃* of the lateral surfaces of each compartment varied with time to fit the length variations of the radii *R₁*, *R₂* and *R₃*. This is justified because the mouth walls (represented by the lateral surfaces of the compartments) are composed of flexible tissue that is attached to the skeleton. We simulated mouth expansion for seven mouth cavity lengths (*L=L₁+L₂+L₃*) of *L*=0.25, 0.5, 1, 2, 5, 8 and 40 mm.

Mouth cavity length *L* and peak gape diameter (2×*R₁*,max) were measured for 67 *Sparus aurata* (gilt-head seabream). Fish spanned the ages of 5 to 180 days post hatching, and their total lengths ranged from 3.9 to 97 mm. Measurements were acquired using a calliper (resolution ±0.1 mm) for fish longer than 35 mm and under a dissecting microscope for smaller fish. The measured values of peak gape diameter and mouth cavity length ranged from 0.09–6 mm and 0.5–53 mm, respectively. The scaling of peak gape diameter with respect to mouth cavity length was close to a slope of 1 (see Results). Internal dimensions of *R₂*, *R₃*, *L₂*, *L₃* and *L₄* were measured from a silicone cast of the maximally open mouth of a *S. aurata* sub-adult (5 cm total length). The cast was constructed by injecting commercial silicon sealant into the mouths of freshly killed fish and dissecting out the cast after it had cured. Measurements were acquired from anatomical landmarks (e.g. mouth aperture, hyoid, esophagus) impressed in the cured silicon cast. On the basis of these measurements, we set *L₁*, *L₂* and *L₃* as 25%, 30% and 45% of mouth cavity length *L* and the maximal radii of *R₁*, *R₂* and *R₃* was set to 12.5%, 15% and 15% of mouth cavity length, respectively (Fig. 9A, A).
Scaling of mouth cavity expansion

The pattern of mouth opening was simulated by varying the radii \( R(t) \) of each mouth section (\( R_1, R_2 \) and \( R_3 \)) using the following time-dependent exponential function (Müller et al., 1982):

\[
R(t) = R_0 + R_{\text{max}} \left[ \left( \frac{t - t_0}{t_{\text{max}}} \right)^n - \frac{t - t_0}{t_{\text{max}}} \right]^2.
\]

Here, \( R_0 = R(t=0) \), namely the initial \( R \). \( t_0 \) is the time when \( R \) first deviates from \( R_0 \) and \( t_{\text{max}} \) is the time when \( R \) is maximal (\( R = R_{\text{max}} \); Fig 9B). Note that the radius of each mouth section can have different \( R_0, t_0, R_{\text{max}} \) and \( t_{\text{max}} \) values (Table 1).

We used high-speed video to characterize \( S. \) aurata mouth expansion. Larvae at 7–65 days post hatching were filmed in a small filming chamber (70×30×10 mm) while feeding on rotifers (Brachionus rotundiformis; ~80 mm in length) and Artemia nauplii (24–48 h post hatching; ~250 mm in length). A continuous high-speed recording system (Vieworks VC-4MC/M/C 180 high speed CMOS camera) equipped with a 25 mm e- mount macro lens (Avenir CCTV lens, Seikou Optical Ltd, Tokyo, Japan) was employed to record 20-min-long sequences of larval feeding. Filming was conducted at 500 frames per second, with a resolution of 2048×800 pixels. We randomly selected two or three sequences from each age group for analysis (7, 9, 12, 15, 18, 22, 25, 39, 45, 65 days post hatching). Post-larval fish (standard length 35–100 mm) were filmed as described previously (Ouifero et al., 2012), except that the camera used here was a Photron SA6 (Photron, Japan). These fish were fed commercial flakes and fish meat. One sequence was selected for analysis for each of 18 large individuals filmed. All feeding trials described above complied with IACUC-approved guidelines for the use and care of animals in research at Tel Aviv University, Israel.

For each sequence, we tracked external landmarks across frames to determine peak gape diameter and the time to peak gape [defined as the time it took the mouth to open from 20% to 95% of maximal diameter (Ouifero et al., 2012)]. In addition, we digitized the location of the prey and the mouth at \( t=0 \)ms (the time when the mouth started opening) for 40 strikes in which the prey was clearly visible at that time (i.e. not obscured by other fish or outside the frame). From these data, we calculated the distance (in units of peak gape diameter) and angle (relative to the longitudinal axis of the body) between the prey and mouth center.

Because the time to peak gape (a proxy for mouth-opening speed) showed no relationship with changing mouth cavity length (see Results), the temporal pattern of mouth opening was held constant for all our models, across the range of peak gape values. The anterior section of the mouth opened first, reaching peak gape diameter \( (2*R_{1,\text{max}}) \) at \( t=20 \)ms. The timing of expansion of \( R_2 \) and \( R_3 \) was based on the parameters obtained by Bishop et al. (Bishop et al., 2008), with the anterior section starting to open at \( t=3 \)ms and reaching \( R_{2,\text{max}} \) at \( t=23 \)ms. Expansion of the posterior section was delayed 2ms after that of the central section (Fig 9B; Table 1). In fish, the anterior-to-posterior wave of expansion ends with the opening of the opercular slits. The present model did not include such openings and, hence, mouth-opening simulations were conducted until peak mouth expansion at \( t=20 \)ms (Bishop et al., 2008; Müller et al., 1982; Van Wassenbergh et al., 2006b).

**Governing equations and computational approach**

The mouth cavity model was immersed in a large fluid-filled rectangular domain. It was assumed that the inlet of the mouth cavity was open and, accordingly, fluid could flow in or out of the mouth. The flow field due to expansion of the mouth cavity model was governed by the continuity and momentum conservation equations for incompressible viscous laminar fluid flow in the absence of body force (Ferziger and Peric, 2001). Hence:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{V}) = 0,
\]

\[
\frac{\partial \mathbf{V}}{\partial t} + \nabla \cdot (\rho \mathbf{V} \mathbf{V}) = -\frac{1}{\rho} \nabla p + \frac{\mu}{\rho} \nabla^2 \mathbf{V},
\]

where \( \mathbf{V} \) is the velocity vector, \( p \) is the pressure, \( \rho \) and \( \mu \) are the density and dynamic viscosity of the fluid, respectively. Note that the first term in Eqn 2 is zero for an incompressible fluid.

The boundary conditions of no slip and no penetration were applied along interfaces between the fluid and the walls of the mouth cavity model. The flow field was induced by movement of the mouth walls as dictated by mouth opening (Eqn 1). The governing equations of the present model (Eqns 1–3) were solved using the finite volume FLUENT computational package (Ansys, Lebanon, NH). The axi-symmetric expansion of the mouth walls was implemented via a subroutine in the computational code as determined by Eqn 1. The geometry of the fluid domain was converted into a discrete mesh using Workbench (Ansys). A mesh of triangular cells was defined with mesh points more clustered around the mouth walls, where steep gradients of flow speed were expected (Fig 9C). The number of elements for the present simulation was chosen to be 20,000 with 20,000 time-steps of 10^-6 s. Mesh validation was performed by comparing axial flow speed profiles at two cross-sections (along the mouth center line and the mouth outlet) for two different mesh densities (20,000 and 80,000 cells) at \( t=10 \)ms and \( t=20 \)ms. The difference in maximal velocities on the two cross sections in the two meshes was less than 1% in the two time periods. Therefore, the mesh of 20,000 cells was chosen for study.

The segregated iterative method was used to obtain non-linear solutions at each time step of the non-linear time-dependent problem with the selected implicit time integration scheme. The complete numerical solution was obtained by imposing a convergence criterion of 10^-5 for the continuity and flow speed components. To ensure that this convergence criterion was sufficiently low to enable prediction of results, it was verified that the model conserves mass. The right wall of the rectangular container in which the mouth was submerged (the ‘aquarium’ containing the mouth), was defined as an outlet. If the model failed to converge, mass would be added or removed from the computational domain and fluid would flow in and out of that outlet. The integral of the flow rate over time was calculated for the duration of the simulation at the domain wall. The total flow through this surface was zero, indicating conservation of mass.

For each model size, we also calculated the Reynolds number \( \text{Re} \) at the center of the mouth, based on gape diameter \( 2*R(t) \) as the characteristic length and flow speed at the center of the mouth aperture \( U_{\text{mid}} \). Despite the high \( \text{Re} \) that occurred at specific regions and times (e.g. \( \text{Re}>10^4 \) on the center line around peak flow speed), it was assumed that flow was laminar in the model. Consequently, FLUENT neglected turbulence terms when solving Navier–Stokes equations as the transition to turbulence in accelerating flows is considerably delayed and occurs only above \( \text{Re}=2\times10^5 \) (Greenblatt and Moss, 2003; Annus and Koppel, 2011).

---

**Table 1. Parameters defining mouth cavity geometry and expansion (Eqn 1)**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( L=40 ) mm</th>
<th>( L=8 ) mm</th>
<th>( L=5 ) mm</th>
<th>( L=2 ) mm</th>
<th>( L=1 ) mm</th>
<th>( L=0.5 ) mm</th>
<th>( L=0.25 ) mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1(t=0) )</td>
<td>2</td>
<td>0.4</td>
<td>0.25</td>
<td>0.1</td>
<td>0.05</td>
<td>0.025</td>
<td>0.0125</td>
</tr>
<tr>
<td>( R_2(t=0), R_3(t=0) )</td>
<td>4</td>
<td>0.8</td>
<td>0.5</td>
<td>0.2</td>
<td>0.1</td>
<td>0.05</td>
<td>0.025</td>
</tr>
<tr>
<td>( R_1(t=20), R_2(t=20), R_3(t=20) )</td>
<td>10</td>
<td>2</td>
<td>1.25</td>
<td>0.5</td>
<td>0.25</td>
<td>0.125</td>
<td>0.0625</td>
</tr>
<tr>
<td>( L_1 )</td>
<td>10</td>
<td>2</td>
<td>1.25</td>
<td>0.5</td>
<td>0.25</td>
<td>0.125</td>
<td>0.0625</td>
</tr>
<tr>
<td>( L_2 )</td>
<td>12</td>
<td>2.4</td>
<td>1.5</td>
<td>0.6</td>
<td>0.3</td>
<td>0.15</td>
<td>0.075</td>
</tr>
<tr>
<td>( L_3 )</td>
<td>18</td>
<td>3.6</td>
<td>2.25</td>
<td>0.9</td>
<td>0.45</td>
<td>0.225</td>
<td>0.1125</td>
</tr>
</tbody>
</table>

Note: \( t_0 \) of \( R=0 \) ms; \( t_0 \) of \( R=3 \) ms; \( t_0 \) of \( R=5 \) ms; \( t_{\text{max}} \) of \( R=20 \) ms; \( t_{\text{max}} \) of \( R=23 \) ms; \( t_{\text{max}} \) of \( R=25 \) ms.

---
Scaled variables and analysis of flow patterns

Flow characteristics that are potentially important in determining feeding performance were computed for each model. To study the flow pattern in front of the fish’s mouth, we defined a cylindrical coordinate system with the origin at the mouth center and the longitudinal axis set parallel to the mouth center line (Fig. 2). In this coordinate system, the position of a point P can be described by the radial distance (R=the perpendicular distance from the longitudinal axis to the point P), the azimuth (φ=the angle between a reference direction on the chosen plane (i.e. the plane of the mouth) and the line from the origin to the projection of P on the plane), and the longitudinal distance (Z=the projected distance of p onto the longitudinal axis). Because the analysis is axi-symmetric, data are identical for all φ given the R, Z coordinates, hence, there is no need to reference φ.

The objective of this work was to explore differences in the flow pattern during suction-feeding in fish of different ages and body sizes. To enable comparison between the flow speeds for different mouth sizes, the distance variables and flow speeds were scaled to mouth diameter and maximum flow speed (at the mouth center), respectively, as in previous studies (Day et al., 2005; Day et al., 2007; Higham et al., 2006; Holzman et al., 2008a). The unit length for R and Z on the radial and longitudinal axes was defined as 2×R_{max}, such that: R=Z=d/(2×R_{max}), where d is the Euclidean distance between the point P and the origin [(R,Z)=(0,0)]. Flow speed at any given point in time (t) and space (R,Z) is given as:

$$u(R,Z,t) = \frac{U(R,Z,t)}{U(R=0,Z=0,t=20)},$$

(4)

where $U(R=0,Z=0,t=20)$ is the flow speed at the center of the mouth aperture at time $t=20ms$. On this coordinate system, the flow speed parallel to the longitudinal axis was extracted at radial distances of R=0, 1/8, 1/4, 3/8 and 1/2. Flow speeds were extracted for $t=10$ and 20ms. In previous work (Day et al., 2005; Van Wassenbergh and Aerts, 2009) and for the large mouths addressed here (see Results), Müller’s inviscid model accurately described the decay of flow speed as a function of distance from the mouth. However, this model did not fit low Re cases (see Results). Therefore, for each radial distance two summary statistics were calculated namely, the scaled distance $Z_{1/2}$ at which flow speed was half its maximum value at the mouth $u(R=0,Z=0,t=20)/2$, and the scaled distance $Z_{1/10}$ at which flow speed was one-tenth its maximum $u(R=0,Z=0,t=10)$. Patterns of flow speed on the above-mentioned transects were similar between time points ($t=10$ and 20ms) and only results for $t=20ms$ are shown hereafter.

Capture of inert particles

The distance from which fish can capture inert prey was quantified by following the fate of inert particles in different mouth sizes. Trajectories of particles were computed from initial locations set outside the mouth on the cylindrical coordinate system. Particles were 1 μm in diameter and had a density of 1000 kg m$^{-3}$. Their spatial distribution at the time of mouth opening followed empirical data obtained from our high-speed videos (see supplementary material Fig. S1). Particles were distributed homogenously in front of the mouth such that the closest particle was located at [(R,Z)=(0,0)] and the furthest at [(R,Z)=(0,7,8,1,5)]. The distance between particles was $Z=0.06$. Overall, the trajectories of 364 particles were tracked until peak mouth expansion. The arrangement of the particles at $t=0ms$ is depicted in Fig. 2 and supplementary material Table S1. For each model, the proportion of particles entrained was calculated.

Capture of evasive prey

We used the suction-induced force-field model (SIFF; see below for details) to estimate forces exerted on actively swimming prey, given flow fields computed from our fluid flow model. Given user-specified parameter values to characterize the prey (e.g. size, escape thrust), the SIFF model simulates predator–prey encounters and predicts motion of the prey relative to the mouth during suction feeding (Holzman et al., 2007; Wainwright and Day, 2007). Here, the SIFF model was parameterized for each mouth size based on CFD results, measured morphology and strike kinematics of S. aurata, and we investigated the relationship between peak gape diameter, prey escape thrust and prey capture success. We note that CFD solvers can also solve prey movements, but the required computation time is much longer than in SIFF (days as opposed to seconds), and the shortened time allowed us to run SIFF iteratively over varying prey escape forces (see below).

In this analysis, the prey was considered captured if it crossed the aperture into the mouth cavity. The forces were calculated for neutrally buoyant prey, which were initially located on the longitudinal axis in front of the mouth. Although the prey of larval and adult fish differ greatly in size, shape and sensory ability, these properties were held constant throughout the simulations so as to isolate the effect of hydrodynamics on prey-capture performance. Prey were elliptical, 80 μm long and 30 μm wide, similar to the dimensions of rotifers. Simulation with prey that had length and width of 1/4 and 1/8 of mouth diameter yielded similar patterns that did not change our interpretations (data not shown). Simulations excluded ram and jaw protrusion (i.e. no displacement of the mouth along the longitudinal axis). Prey responded to the approaching predator by exerting an escape force that initiated when flow speed exceeded a threshold of 0.013 m s$^{-1}$. The escaping prey thrust peaked after 10 ms, similar to the patterns produced by escaping copepods (Buskey et al., 2002). For each mouth size, we ran SIFF for 36 initial prey positions, equally spaced on the longitudinal axis from a distance of $Z=0.1$ to $Z=1.5$. For each prey, the simulation was initiated with a low escape force ($1×10^{-6} N$). If the prey was captured, the escape force increased by 50% and the simulation was re-run until the prey had escaped the predator. The prey escape force in the last simulation was recorded as an indication of the minimum force required for the prey to avoid capture at each starting position (which we refer to throughout as ‘escape thrust’).

The predicted values of the escape thrust needed to escape the suction flows produced by mouths with peak gape diameter >0.5 mm were in the range of $10^{-7}$ to $10^{-5} N$, corresponding to accelerations of ~1000 to 1 m s$^{-2}$ (see Results). These accelerations are in the observed range of accelerations in copepods, which are known to produce accelerations faster than 200 m s$^{-2}$ (Buskey and Hartline, 2003; Kiwboe et al., 2009). In our simulations, the prey could escape mouths with peak gape diameter <0.5 mm by generating accelerations slower than 20 m s$^{-2}$. A model of the forces exerted on the prey (SIFF)

The computed results of the flow field were used to estimate the forces exerted on prey, which can be simulated as an active particle within an unsteady flow field. This model uses the flow field realised during the strike and a set of parameters that characterize the prey and the mouth in order to predict the motion of prey relative to the mouth during suction-feeding (Holzman et al., 2007; Wainwright and Day, 2007). According to this SIFF model, the movement of the prey relative to the predator’s mouth determines prey capture. The total force exerted on the prey is the sum of five component forces: drag, acceleration reaction force, the force resulting from the pressure gradient across the prey, prey swimming forces and gravitational forces [the latter will be ignored in the current discussion as most aquatic organisms are approximately neutrally buoyant (Wainwright and Day, 2007)]. These forces result from the differential in speeds and accelerations between the prey and the water around it, as well as from the gradient of flow across the prey (Wainwright and Day, 2007). Flow speed derivatives in front of the mouth are driven by the temporal pattern of flow at the mouth (flow speeds accelerating during the strike), changes in peak gape diameter and decay of flow speed with the distance from the mouth. In addition, if the prey does not move as a water particle (e.g. when escaping), differential flow speed and acceleration form between the prey and the fluid around it. These differentials are manifested in drag and acceleration reaction forces, respectively. The effects of flow on the prey are also mediated by properties of the prey itself, such as its size and length, as well as drag and added mass coefficients. These summarize small-scale interactions between the unsteady flow field and the solid object within it (Holzman et al., 2008b; Skorczewski et al., 2010; Wainwright and Day, 2007). In other words, the model assumes that all the fluid–structure interactions around the body of the prey are captured by the drag and added mass coefficients. We applied SIFF in order to determine these forces and sum them over small increments of time, solved the acceleration, speed and movement of the prey and used these in order to predict the strike outcome, namely prey capture or escape.
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Fig. S1. Locations of prey at the time of mouth opening ($t = 0$ ms), digitized from high-speed videos of prey capture strikes of *S. aurata*. Data (blue dots; $N=40$) are from at least 2 strikes per age group. Data are depicted in the cylindrical coordinate system (Fig. 2) with unit length of peak mouth diameter. Black circle represents peak gape diameter. Red square represents the boundaries of the area where particles were seeded in our simulations (Fig. 2).
Table S1. Initial locations of inert particles in front of the mouth.

<table>
<thead>
<tr>
<th>Particle coordinates on Z axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>1.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Particle coordinates on R axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
</tr>
</tbody>
</table>

For each coordinate on the Z axis, 14 particles were seeded in the coordinates depicted for the R axis. The unit length R and Z on the radial and longitudinal axes was equal to one peak gape diameter.