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SUMMARY

Peripheral filtering is a fundamental mechanism for establishing frequency tuning in sensory systems. By contrast, detection of temporal features, such as duration, is generally thought to result from temporal coding in the periphery, followed by an analysis of peripheral response times within the central nervous system. We investigated how peripheral filtering properties affect the coding of stimulus duration in the electrosensory system of mormyrid fishes using behavioral and electrophysiological measures of duration tuning. We recorded from individual knollenorgans, the electrosensory receptors that mediate communication, and found correlated variation in frequency tuning and duration tuning, as predicted by a simple circuit model. In response to relatively high intensity stimuli, knollenorgans responded reliably with fixed latency spikes, consistent with a temporal code for stimulus duration. At near-threshold intensities, however, both the reliability and the temporal precision of responses decreased. Evoked potential recordings from the midbrain, as well as behavioral responses to electrosensory stimulation, revealed changes in sensitivity across the range of durations associated with the greatest variability in receptor sensitivity. Further, this range overlapped with the natural range of variation in species-specific communication signals, suggesting that peripheral duration tuning affects the coding of behaviorally relevant stimuli. We measured knollenorgan, midbrain and behavioral responses to natural communication signals and found that each of them were duration dependent. We conclude that at relatively low intensities for which temporal coding is ineffective, diversity among sensory receptors establishes a population code, in which duration is reflected in the population of responding knollenorgans.
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INTRODUCTION

Sensory processing involves the detection of multiple stimulus features in what can generally be considered a two-step process: peripheral filtering followed by central computation. For example, in auditory systems, frequency tuning is first established by peripheral filtering, whereas tuning to temporal features of sounds such as interaural time differences (Köppl, 2009), duration (Aubie et al., 2009) and interval (Edwards et al., 2007; Edwards et al., 2008) are thought to arise from central computations. Similarly, peripheral electroreceptors in weakly electric fish are frequency tuned (Hopkins, 1976; Hopkins, 1981), whereas tuning to temporal features is generally thought to arise within central electrosensory pathways (Fortune et al., 2006). However, these central computations are based on peripheral responses, which can vary in relation to frequency tuning as well as other variables. Good examples include the need to resolve phase ambiguity when trying to localize sounds using interaural time differences by integrating across frequency channels (Peña and Konishi, 2000), and the detection of “phantom” phase differences owing to amplitude-dependent latency shifts in weakly electric fishes (Carlson and Kawasaki, 2006; Carlson and Kawasaki, 2007). In the present study, we directly addressed how diversity among peripheral electrosensory receptors affects the coding of temporal information in the African mormyrid electric fish Brienomyrus brachyistius.

The electrosensory systems of weakly electric fishes are excellent model systems for studying temporal processing by sensory systems (Fortune et al., 2006; Rose, 2004; Sawtell et al., 2005; Zakon, 2003). Mormyrids emit a pulse-type electric organ discharge (EOD) for use in communication (Carlson, 2006) and active electrolocation (von der Emde, 1999). The EOD waveform is species specific (Hopkins, 1981). Temporal features of the EOD, particularly duration, play an important role in species recognition and mate choice (Arnegard et al., 2006; Feulner et al., 2009; Hopkins and Bass, 1981; Machnik and Kramer, 2008). In B. brachyistius, the EOD is composed of three phases: an initial, head-negative phase (P0) of relatively small amplitude, followed by a head-positive phase (P1) and finally a head-negative phase (P2) (Carlson et al., 2000).

Electric communication in mormyrids is mediated by a dedicated electrosensory pathway (Bell and Grant, 1989; Xu-Friedman and Hopkins, 1999). Electroreceptors called knollenorgans (KOs) respond to outside-positive changes in electrical potential with a fixed latency spike (Bennett, 1965; Hopkins and Bass, 1981). Primary afferent fibers synapse in the hindbrain nucleus of the electrosensory lateral line lobe (nELL) (Bell and Grant, 1989). From the nELL, bilateral projections are sent to a midbrain region, the anterior extrolateral nucleus (ELa), which projects ipsilaterally to the adjacent posterior extrolateral nucleus (ELp) (Carlson, 2009; Friedman and Hopkins, 1998; Szabo et al., 1983).

Hopkins and Bass (Hopkins and Bass, 1981) proposed a temporal code for EOD duration, in which different KOs respond to either the start or the end of an EOD because of differences in stimulus...
polarity on opposite sides of the body. Duration information would then be extracted by comparing spike latency differences within the central KO pathway, most likely within ELa (Mugnaini and Maler, 1987; Friedman and Hopkins, 1998). However, KOs are not simply edge detectors. They are broadly tuned to frequencies that roughly correspond to the power spectrum of the species-specific EOD (Hopkins, 1981). Notably, frequency tuning differs among KOs (Arnegard et al., 2006), revealing that the peripheral coding of electrosensory stimuli varies across the population of receptors. In the present study, we asked how the diversity of KOs influences the peripheral coding of stimulus duration.

MATERIALS AND METHODS

Study species

We used individuals of both sexes of the weakly electric mormyrid fish Brienomyrus brachyistius (Gill 1862). Individuals ranged from 5.3 to 17.0 cm in standard length. Fish were purchased from commercial distributors and housed in community aquaria at a temperature of 26–28°C and a conductivity of 200–400 μS cm⁻¹, with a 12 h:12 h light:dark cycle. Fish were fed live black worms four times per week. All procedures were in accordance with guidelines established by the National Institutes of Health (NIH) and were approved by the Animal Care and Use Committee at Washington University in St Louis.

Knollenorgan recording

We anesthetized fish in 300 mg l⁻¹ tricaine methanesulfonate (MS-222) (Sigma-Aldrich, St Louis MO, USA). We then immobilized and electrically silenced fish with 20–100 μl of 0.3 mg ml⁻¹ gallamine triethiodide (Sigma-Aldrich). Once immobilized, the fish were submerged in a 12.5 cm³ chamber filled with freshwater, and placed on a platform with lateral supports. Aerated freshwater was gravity fed to the fish through a pipette tip placed into the mouth. Fish generally recovered from anesthesia within 15 min of freshwater respiration. We forged electrodes from borosilicate capillary glass (o.d.=1 mm, i.d.=0.5 mm; A-M Systems, Everett, WA, USA) using a Bunsen burner to bend the last 1 cm to a 30° angle and polish the tip. Tip inner diameter was 0.5 mm. The mean (±s.e.m.) resistance for five representative electrodes was 0.4±0.1 MΩ. The electrode was filled with tank water, connected to the headstage of a DC amplifier (A-M Systems model 1600), and then placed over, but not touching, individual KOs. Electrical activity was amplified 10×, digitized at 195.3 kHz (Tucker-Davis model RP2.1, Tucker-Davis Technologies, Alachua, FL, USA) and saved to disk using custom-made software (MATLAB 7.4, The MathWorks, Natick, MA, USA).

Constant-current stimuli were delivered by the amplifier through the electrode using bridge balance to minimize artifact (Arnegard et al., 2006). Stimuli were generated in MATLAB. Sinusoidal stimuli ranged from 0.1 to 30 kHz and consisted of 90 ms bursts with 5 ms cosine-squared on and off ramps. Monophasic positive and negative square-pulse stimuli ranged from 0.01 to 5 ms. Natural and manipulated EOD waveforms were generated in MATLAB using previously recorded waveforms. Stimuli were digital-to-analog converted (Tucker-Davis model RP2.1) and then attenuated (Tucker-Davis model PA5) prior to delivery. Threshold intensity was defined as the minimum stimulus intensity required to elicit an increased response relative to an equal duration reference window. Reference and response windows were 90 ms for sine waves and 20 ms for square pulses and natural waveforms. Because of the difference in window duration, which was necessary to accurately accommodate the different stimulus types, and the desire to quantify the time-locked edge response to square pulses, we used slightly different response criteria for the different types of stimuli. For sine-wave stimuli, a positive response constituted at least one more spike per repetition in the response window relative to the reference window across 15 repetitions. For square-pulse and natural-waveform stimuli, spikes from 25 repetitions were binned into 200 μs bins and a response was positive if the highest bin in the response window was greater than the highest bin in the reference window.

For frequency tuning curves, we determined the best frequency (BF; frequency with the lowest threshold) and the bandwidth (BW₁₀), measured as the difference between upper and lower frequencies with thresholds 10 dB above the threshold at the BF, based on logarithmic extrapolation between adjacent data points. We fit duration tuning curves to the equation:

\[ I_t = \frac{a}{1 - e^{-\frac{t}{\tau}}} \]  

(1)

where \( I_t \) is the threshold intensity, \( d \) is stimulus duration, and \( a \) and \( \tau \) are the asymptote and time constant, respectively, of the exponential decrease in threshold as a function of duration. Duration tuning curves using monophasic square pulses are equivalent to the strength–duration curves historically used to study neuronal excitability (Neumann and Nachmansohn, 1975).

To investigate the effect of stimulus intensity on KO response latency and frequency, we tested six square pulse durations (0.01, 0.05, 0.1, 0.5, 1 and 3 ms) across a range of intensities, from below threshold to above saturation. This range was approximately 20 dB, but varied for each KO and duration. We calculated the relative probability of response by subtracting the number of spikes in a 3 ms reference window immediately before the stimulus from the number of spikes in the 3 ms response window starting with the stimulus, and dividing by the number of repetitions (100). We calculated the first spike latency by identifying the time of the first spike within a 3 ms response window from the start of the stimulus for each repetition and then taking the mean of these times. Repeated with no spike in the 3 ms window were excluded from the first spike latency calculation. From these first spike latencies, we calculated standard deviation as a measure of variability in first spike latency (i.e. jitter).

Modeling

To investigate the relationship between frequency and duration tuning, we modeled KOs using a simple electrical circuit (Bennett, 1965; Bennett, 1971). We started with a leaky integrate-and-fire neuron modeled as resistance \( R_n \) and capacitance \( C_m \) in parallel (Gabbiani and Koch, 1998). To this we added a series capacitance \( C_s \) component to represent the contributions of the epithelial plug that covers the sensory cells, the layers of epithelial cells in the wall of the receptor canal and the apical surface of the receptor cells (Szabo, 1965; Harder, 1968b; Zakon, 1986). We also added a parallel resistance component to represent skin resistance \( R_s \), resulting in voltage drops across the skin \( V_s \) and across the receptor \( V_m \) (Fig. 3A, inset).

In response to current, \( C_s \) will act as a high-pass filter of \( V_m \) whereas \( C_m \) will act as a low-pass filter of \( V_m \). The total current, \( I \), will be divided equally between \( R_s \) and \( C_s \). Following Ohm’s law, the resulting voltage changes across \( R_s \) and \( C_s \) are described in Eqn 2:

\[ I = \frac{(V_s + V_m)}{R_s} + C_s \left( \frac{dV_m}{dt} \right) \]  

(2)

First, the term representing the current across \( R_s \) is moved using algebraic rearrangement. All current passing through \( C_s \) will then
be divided across \( R_m \) and \( C_m \). Thus, that term in the equation can be further broken down, again following Ohm’s law, as shown in Eqn 3:

\[
I - \left( \frac{V_c + V_m}{R_i} \right) = \frac{V_m}{R_m} + C_m \left( \frac{dV_m}{dr} \right).
\]

Further algebraic rearrangement yields the following difference equations:

\[
\left( \frac{dV_c}{dr} \right) = \left( \frac{1}{C_i} \right) \left[ I - \frac{V_c - V_m}{R_i} \right],
\]

\[
\left( \frac{dV_m}{dr} \right) = \left( \frac{1}{C_m} \right) \left[ I - \frac{V_c - V_m}{R_m} \right].
\]

We varied \( C_i \) and \( C_m \) from 0.005 to 1 nF and \( R_i \) and \( R_m \) from 1 to 10 M\( \Omega \) and measured the input current required for \( V_m \) to reach an arbitrary voltage threshold (1 mV) as a function of sine-wave frequency and square-pulse duration (same stimuli used for KO recordings). The goal of this modeling was to assess the nature of the relationship between frequency tuning and duration tuning, and then determine whether a similar relationship was found for actual KOs.

### Midbrain evoked potential recording

To measure evoked field potentials in ELa and ELp, we prepared fish for surgery by anesthetizing them in 300 mg l\(^{-1} \) MS-222 and then immobilizing them with 100–300 \( \mu \)l of a 3 mg ml\(^{-1} \) solution of gallamine triethiodide. Fish were then moved to a recording chamber and submerged, except for a small region of the dorsal surface of the head. Lidocaine (0.4%) was used as a local anesthetic and general anesthesia was maintained throughout the surgery by respirating fish with 100 mg l\(^{-1} \) MS-222. After removing the skin and securing a post to the skull, an area of bone was removed to expose the ELa and ELp as described previously (Carlson, 2009). Once the surgery was complete, we switched respiration to aerated freshwater to bring the fish out of general anesthesia. We used a pair of electrodes placed next to the caudal peduncle to monitor the EOD command. This signal was amplified 1000\( \times \) on a differential A-C amplifier (A-M Systems model 1700) and sent to a window discriminator (World Precision Instruments SYS-121, Sarasota, FL, USA) to detect EOD command times. The EOD command triggers inhibition of the KO pathway in nELL (Bell and Grant, 1989). Therefore, any repetition in which the fish emitted a command 2 to 5 ms before the stimulus was ignored.

Recording electrodes (o.d. = 1.2 mm, i.d. = 0.68 mm; A-M Systems model 62700) were pulled on a Flaming/Brown micropipette puller (Sutter Instrument Company model P-97, Novato, CA, USA), broken to a tip diameter of 10–15 \( \mu \)m and filled with 3 mol l\(^{-1} \) NaCl (resistance <100 k\( \Omega \)). Evoked potentials from ELa and ELp were amplified 1000\( \times \) and band-pass-filtered from 0.1 Hz to 20 kHz with a differential AC amplifier (A-M Systems model 1700), digitized at 97.6 kHz (Tucker-Davis model RX8), averaged and saved to disk using a custom MATLAB program. Evoked field potentials were identified based on their characteristic shape and timing (Amagai, 1998; Carlson, 2009, Szabo et al., 1979).

We delivered transverse electroencephalography stimuli using electrodes located on the sides of the tank. Square pulses were generated by an isolated square pulse generator (A-M Systems model 2100) and attenuated before delivery (Hewlett Packard 350D, Palo Alto, CA, USA). Natural and manipulated EOD waveforms were generated in MATLAB, delivered by a signal processor (Tucker-Davis model RX8), attenuated (Tucker-Davis model PA5) and then isolated from ground (A-M Systems model 2200). Stimulus intensities are reported in mV cm\(^{-1} \) as measured at the location where fish were placed, in the absence of a fish. To measure evoked potential thresholds, we presented a single stimulus at a range of intensities and recorded the mean potential in response to 20 repetitions for natural/manipulated EODs or 40 repetitions for square pulses. We scored trials as responses when the mean potential exceeded three s.d. above or below the baseline mean. Three s.d. was chosen to encompass all of the variation observed during the 50 ms baseline pre-stimulus recording period. We adjusted the stimulus intensity in 1 dB steps until we identified the least intense signal that yielded a response. This stimulus intensity was considered the threshold. To measure the magnitude of responses to isointensity stimulation, we calculated the total area of the response. The area of the response was calculated using the sum of all points in the evoked potential (after subtracting the baseline mean) rather than the peak potential to capture differences in both duration and amplitude in a single measure. Importantly, this measure of total response area is not affected by the stimulus artifact because the upward and downward edges give rise to symmetrical positive and negative areas, respectively, which cancel each other out. Responses were then normalized to the largest response across all durations tested within that particular brain nucleus within a given fish to account for variation in the amplitude and duration of evoked potentials in ELa and ELp, as well as to control for differences in evoked potential responses that are due to fish size or electrode placement. Normalizing the values in this way allowed us to directly compare differences in response magnitude with respect to variation in stimulus duration.

### Behavioral playback

Fish were isolated in a 201 aquarium and confined to a PVC enclosure (20\( \times \)3.5\( \times \)3.5 cm) using netted end-caps (see Carlson et al., 2011). Uniform electric stimuli were presented to the fish using two 7.6 cm chlorided silver wires running along the inside of the sidewalls of the enclosure, with recording electrodes on each end of the enclosure. Square pulse stimuli were generated by an isolated square pulse stimulator (A-M Systems model 2100) followed by attenuation (Hewlett Packard 350D). We chose both monophasic and biphasic square pulses because behavioral responses to monophasic square pulses could be influenced by responses from ampullary receptors to the DC components of this signal (Bennett, 1965; Zakon, 1986). Natural and manipulated EOD waveforms were generated using a custom MATLAB program, delivered at 97.6 kHz (Tucker-Davis model RX8), attenuated (Tucker-Davis model PA5) and then isolated from ground (A-M Systems model 2200). Stimulus intensities are reported in mV cm\(^{-1} \) as measured from the center of the recording chamber in the absence of a fish. Recorded signals were amplified 100\( \times \) and band-pass-filtered from 0.1 Hz to 20 kHz with a differential AC amplifier (A-M Systems model 1700). Recordings were digitized at 97.6 kHz (Tucker-Davis model RX8) and custom MATLAB software was used to mark EOD times of occurrence relative to stimulus times.

EOD rates were estimated by convolving EOD times with a 300 ms Gaussian filter (Carlson and Hopkins, 2004; Szücs, 1998) and averaging responses to 20 repetitions of the stimulus (inter-stimulus intervals were 20s). To minimize habituation, fish were allowed 1 min of rest between each trial. To determine behavioral thresholds, we calculated a baseline mean ± s.d. during the 5 s preceding a stimulus. We defined responses to stimuli as recordings
in which the mean EOD rate exceeded two s.d. above the baseline mean within 500 ms after stimulus presentation. We adjusted stimulus intensity in 1 dB steps until we identified the least intense signal that yielded a response. This stimulus intensity was considered the threshold. The discharge rate of mormyrids can be highly variable (Carlson, 2002). Therefore, to avoid false-positive responses, trials were repeated if the trace exceeded two s.d. during the baseline period before the stimulus; to avoid false-negative responses, trials were repeated if the s.d. was greater than 1.5 EODs s\(^{-1}\).

To measure isointensity responses, 15 or 20 stimulus repetitions were presented in 20 s intervals. For square pulses, each trial was repeated three times and then averaged. From the average of all trials, we defined the duration of the response as the time from when the EOD rate first crossed two s.d. above the baseline mean until it recrossed this line. We then calculated the response as the area under this curve. If the EOD rate did not recross the two s.d. line, the duration was calculated using the time of the minimum EOD rate between the start of the response and the end of the recording.

**RESULTS**

Knollenorgans are diverse in their frequency and duration tuning

We recorded KO spiking responses to constant-frequency sine waves (Fig. 1A,B). Stimuli above threshold elicited an increased number of spikes relative to the pre-stimulus period (Fig. 1A) whereas stimuli below threshold did not (Fig. 1B). Consistent with previous reports (Arnegard et al., 2006; Hopkins, 1981), all KOs were band-pass tuned, with BFs ranging from 0.35 to 4 kHz and BW\(_{10}\) values ranging from 0.30 to 9.69 kHz (Fig. 1C; Table 1). The range of peak power frequencies for \(B.\ brachyistius\) EODs was previously shown to range from 0.58 to 6.22 kHz (Fig. 1C) (Carlson et al., 2000).

We also recorded KO spiking responses to monophasic square pulses. Consistent with previous reports (Bennett, 1965; Hopkins and Bass, 1981), KOs generated a relatively fixed-latency spike in response to outside-positive edges of both positive and negative monophasic stimuli (Fig. 2A). This response was only observed when stimulus intensities were above threshold (Fig. 2B). All of the KOs were long-pass tuned for both stimulus polarities, with thresholds decreasing as duration increased (Fig. 2C). However, the shapes of these curves varied across KOs. We used an exponential fit to quantify variation in duration tuning (see Materials and methods). Values for \(a\), which describes the asymptote of the fit, ranged from 0.01 to 0.96 nA and values for \(\tau\), which describes the time constant of the fit, ranged from 0.07 to 4.30 ms (Table 1). Total EOD duration in \(B.\ brachyistius\) was previously shown to range from 0.39 to 2.37 ms (Fig. 2C) (Carlson et al., 2000). For each KO, threshold response was calculated as the difference between the minimum and the maximum threshold over a given range of stimulus durations. Across the natural range of total EOD durations, the thresholds of individual KOs showed little variation (mean \(\pm\) s.d. range of thresholds \(\pm\) s.d. for stimulus durations between 0.06 and 1.0 ms \(=\) 0.61\(\pm\)1.10 nA). This difference was statistically significant (paired \(t\)-test, \(t_{34}=2.49, P<0.02\)). Importantly, the diversity in KO tuning was not simply a result of diversity among fish, as different KOs from the same fish also varied in their tuning (Table 1, Fig. 3B).

Simple models reveal a link between frequency and duration tuning

To determine whether variation in duration tuning is related to variation in frequency tuning, we generated a simple electrical circuit model of KOs (Fig. 3A, inset; see Materials and methods). We adjusted both the capacitance and resistance values in this circuit to determine how changes in passive filtering properties affect frequency and duration tuning. First, with series resistance (\(R_s\)) and membrane resistance (\(R_m\)) held constant at 5 M\(\Omega\), increasing series capacitance (\(C_s\)) decreased the BF (Spearman rank \(r_S=−0.84, P<1\times10^{-5}\)) and the BW\(_{10}\) of frequency tuning curves (Spearman rank \(r_S=−0.78, P<1\times10^{-6}\)) of model KOs (Fig. 3A). Increasing \(C_s\) also increased the \(\tau\) of the duration tuning curve (Spearman rank \(r_S=0.79, P<1\times10^{-9}\)) but did not have a significant effect on \(a\) (Spearman rank \(r_S=0.46, P=0.68\)).
Increasing membrane capacitance ($C_m$) decreased both the BF and the BW$_{10}$ of model KOs (Spearman rank $r_S = -0.88$, $P<1e^{-6}$, and $r_S = -0.93$, $P<1e^{-6}$, respectively) while increasing both $a$ and $\tau$ (Spearman rank $r_S = -0.49$, $P<0.005$; and $r_S = 0.96$, $P<1e^{-6}$, respectively) of the duration tuning curve (Fig. 3A). With $C_s$ and $C_m$ held constant at 0.5 nF, increasing $R_s$ non-significantly decreased BF and significantly decreased BW$_{10}$ (Spearman rank $r_S = -0.433$, $P=0.24$, and $r_S = -0.84$, $P<0.005$, respectively) of model KOs while decreasing $a$ and increasing $\tau$ of the duration tuning curve (Spearman rank $r_S = -0.84$, $P<0.005$, and $r_S = 0.96$, $P<0.005$, respectively; Fig. 3A). Increasing $R_m$ did not lead to any significant changes in BF, BW$_{10}$, $a$ or $\tau$ (Spearman rank $r_S = -0.43$, $P=0.24$; $r_S = -0.47$, $P=0.20$; $r_S = -0.47$, $P=0.2$; $r_S = 0.47$, $P=0.2$, respectively).

As a result of these effects, there was a strong negative correlation between BF and $\tau$ among our model KOs (Spearman rank $r_S = -0.90$, $P<1e^{-6}$), as well as between BW$_{10}$ and $\tau$ (Spearman rank $r_S = -0.99$, $P<1e^{-10}$). Neither BF nor BW$_{10}$ were significantly correlated with $a$ (Spearman rank $r_S = -0.18$, $P>0.3$, and $r_S = -0.22$, $P>0.2$, respectively). The three sample tuning curves shown in Fig. 3A illustrate the relationship between frequency and duration tuning of model KOs, but it is important to realize that these particular combinations of capacitance and resistance do not necessarily represent a unique solution for those particular tuning curves. Similar correlations between frequency and duration tuning were observed among different KOs recorded from a single fish (Fig. 3B). Indeed, across all KOs, BF and BW$_{10}$ were negatively correlated with $\tau$ (Spearman rank $r_S = -0.67$, $P<1e^{-3}$ and $r_S = -0.46$, $P<0.03$, respectively).

Stronger signals create tighter responses

The accuracy of temporal coding depends on the precision of time-locked responses to stimuli. However, temporal precision in sensory systems is generally intensity dependent. Therefore, we investigated how stimulus intensity affected the timing of KO responses. Decreasing stimulus intensity led to a consistent increase in response...
latency (i.e. amplitude-dependent latency shift), as well as an increase in the variability of response times (i.e. jitter; Fig.4A). This effect was consistent across the five KOs tested with a range of stimulus durations (Fig.4B–D). Mean first spike latency decreased significantly with increasing stimulus intensity in all cases (range of Spearman rank \( r_S = -1 \) to \(-0.85, P<0.05; \) Fig.4B). First spike latency s.d. also decreased significantly with increasing stimulus intensity in 11 of the 12 cases (range of Spearman rank \( r_S = -0.92 \) to \(-0.62, P<0.05; \) Fig.4C). Finally, relative response probability increased significantly with increasing stimulus intensity in all cases (range of Spearman rank \( r_S = 0.60 \) to 0.97, \( P<0.05; \) Fig.4D). Therefore, the temporal precision needed for accurately coding stimulus duration into spike latency differences was greatest at relatively high intensities.

**Midbrain responses reflect the peripheral coding of duration**

We next asked how the diversity of duration coding by KOs influenced electrosensory responses within the central KO pathway. We recorded evoked field potentials in ELa and ELp in response to monophasic and biphasic square pulses with total durations ranging from 0.01 to 20 ms. For both monophasic (Fig.5A, middle panel) and biphasic (Fig.5B, middle panel) square pulses, we found greater sensitivity to longer pulse durations in both ELa and ELp (repeated-measures ANOVA, monophasic \( F_{16,95} = 27.0, P<1 \times 10^{-6}; \) biphasic \( F_{11,98} = 37.6, P<1 \times 10^{-6}). \)

There was no significant interaction effect between recording location and stimulus duration for monophasic \( (F_{13,143} = 0.6, P>0.84) \) or biphasic stimuli \( (F_{13,117} = 1.2, P>0.27) \), indicating no difference in the isointensity duration tuning curves of evoked potential responses of the two midbrain regions.

We also measured threshold stimulus intensities for evoked field potentials in ELa and ELp in response to monophasic and biphasic square pulses with total durations ranging from 0.01 to 20 ms. For both monophasic (Fig.5A, middle panel) and biphasic (Fig.5B, middle panel) square pulses, we found greater sensitivity to longer pulse durations in both ELa and ELp (repeated-measures ANOVA, monophasic \( F_{16,95} = 27.0, P<1 \times 10^{-6}; \) biphasic \( F_{11,98} = 37.6, P<1 \times 10^{-6}). \)

There was no significant interaction effect between recording location and stimulus duration for either monophasic \( (F_{16,95} = 0.5, P>0.95) \) or biphasic stimuli \( (F_{11,98} = 0.7, P>0.75, \) indicating that there was no difference in the threshold duration tuning curves of evoked potential responses of the two midbrain regions. Importantly, the range of durations over which ELa and ELp showed the greatest change in both isointensity response and threshold intensity directly corresponded to the range of durations over which KOs exhibited the greatest variation in threshold (compare Fig.5 with Fig.2C). This suggests that the long-pass tuning observed in ELa and ELp was due to the progressive recruitment of additional KOs with increasing stimulus duration.

To ensure that long-pass tuning was consistent across a range of intensities, we measured the magnitude of evoked potentials in response to intensities ranging from 0.11 to 35.4 mV cm\(^{-1}\). In ELa, we observed long-pass tuning at all intensities \( \geq 1.1 \) mV cm\(^{-1}\), and these curves did not saturate even at the longest durations and intensities tested (supplementary material Fig. S1A). In ELp, we also...
observed long-pass tuning at all intensities ≥1.1 mV cm⁻¹, although the curve saturated at ~0.1 ms at the higher intensities tested (supplementary material Fig. S1B).

Increasing the duration of a square pulse increases the total energy of the stimulus. To determine whether the observed long-pass tuning was due solely to the effects of increasing stimulus energy, we determined the threshold energy (threshold intensity multiplied by duration) as a function of duration. If changes in energy fully accounted for the observed long-pass tuning, then we would expect threshold energy to be the same for all durations; however, threshold energy increased with duration for both monophasic \((F_{1,10}^\text{BW}=2.5, P<0.021;\text{Fig. 6B, bottom panel})\) and biphasic stimuli \((F_{1,05}^\text{BW}=4.9, P<1\times10^{-4};\text{Fig. 6D, bottom panel})\). To determine whether stimulus intensity impacted the shape of the iso-intensity tuning curve, we measured the magnitude of the responses of one fish for 0.01 to 10 ms monophasic pulses presented at seven intensities ranging from 14 to 725 mV cm⁻¹ and observed long-pass tuning at each intensity (Fig. 6C).

**Behavioral responses reflect the peripheral coding of duration**

Next, we determined how the diversity of duration coding by KOs impacted behavioral responses to electro sensory stimulation. To assess this, we used the ‘novelty response’, which is an increase in the rate of EOD emission in response to the presentation of a novel stimulus (Carlson et al., 2011; Post and von der Emde, 1999). We presented monophasic and biphasic square pulses ranging in duration from 0.01 to 10 ms at an intensity of 145 mV cm⁻¹. We measured EOD frequency over time by convolving EOD times of occurrence with a 300-ms-wide Gaussian function (Carlson and Hopkins, 2004) and averaging across repetitions. The magnitude of the novelty response was calculated as the area under the response curve (Fig. 6A; see Materials and methods). The magnitude of the fish’s response increased with stimulus duration for both monophasic (repeated-measures ANOVA, \(F_{1,10}^{\text{BF}=6.9, P<1\times10^{-6};\text{Fig. 6B, top panel}}\) and biphasic stimuli \((F_{1,10}^{\text{BF}=3.2, P<1\times10^{-6};\text{Fig. 6D, top panel}}\) ). The threshold intensity necessary to elicit a novelty response decreased with stimulus duration for both monophasic \((F_{1,05}^{\text{BW}=4.8, P<1\times10^{-6};\text{Fig. 6B, middle panel}}\) and biphasic stimuli \((F_{1,05}^{\text{BW}=4.8, P<1\times10^{-4};\text{Fig. 6D, middle panel}}\) ). Finally, we tested whether stimulus energy was the sole source of long-pass tuning by plotting threshold energy against stimulus duration. As with evoked potentials in ELa and ELp, threshold energy increased with increasing stimulus duration for both monophasic \((F_{1,04}^{\text{BW}=2.5, P=0.021;\text{Fig. 6B, bottom panel}}\) and biphasic stimuli \((F_{1,05}^{\text{BW}=4.9, P<1\times10^{-4};\text{Fig. 6D, bottom panel}}\) ). To determine whether stimulus intensity impacted the shape of the iso-intensity tuning curve, we measured the magnitude of the responses of one fish for 0.01 to 10 ms monophasic pulses presented at seven intensities ranging from 14 to 725 mV cm⁻¹ and observed long-pass tuning at each intensity (Fig. 6C).

**Peripheral coding of duration affects detection of natural stimulus waveforms**

Finally, we tested how the coding of duration by KOs affected the detection of behaviorally relevant stimuli by measuring KO threshold intensities to natural EOD waveforms of 10 different morayid species. We also measured thresholds to \(B.\) brachyistius EODs subjected to three different temporal manipulations: cutting the duration in half, doubling the duration and time-reversing the EOD.

KOs responded to the rising edge of a natural waveform with a fixed-latency spike (Fig. 7A), just as they did to square pulses (Fig. 2A,B). KO threshold intensity varied in response to different species’ EODs (repeated-measures ANOVA, \(F_{1,10}^{\text{BW}=10.5, P<1\times10^{-6};\text{Fig. 7B}}\) ), but there was no difference in threshold between normal and reversed polarities \((F_{1,10}=2.2, P>0.1)\). The peak power frequencies (PPFs) of EODs negatively correlate with duration (Hopkins, 1981). We therefore used PPF to quantify species differences in EOD waveforms, and found that KO thresholds decreased significantly with decreasing PPF (Spearman rank \(r_{S}=0.62, P<0.05\)). We presented waveforms recorded from three different \(B.\) brachyistius individuals and found mean thresholds of 3.34±0.84, 3.50±0.70 and 3.10±0.34 nA for normal polarity stimuli and 2.26±0.48, 2.87±0.62 and 1.96±0.39 nA for reverse polarity stimuli. The thresholds for the three waveforms were not significantly different from each other \((F_{2,20}=1.8, P>0.1)\), nor were the thresholds of normal versus reversed polarity stimuli \((F_{1,10}=2.3, P>0.1)\).
Artificial manipulation of the duration of a B. brachyistius EOD caused a significant change in KO threshold (repeated-measures ANOVA, $F_{2,22}=22.0, P<1e^{-5}$), with lower thresholds for elongated EODs and higher thresholds for shortened EODs. There was no difference between normal and reverse polarity stimuli ($F_{1,11}=0.63$, $P>0.4$). For the time-reversed EOD, neither the normal ($t_{10}=0.59$, $P>0.5$) nor the reverse polarity thresholds ($t_{10}=-0.02$, $P>0.95$) were significantly different from the natural EOD (Fig. 7B).

The magnitude of evoked potentials in ELp also differed significantly in response to different species’ EODs (repeated-measures ANOVA, $F_{1,16}=11.3, P<1e^{-6}$; Fig. 7C). Evoked potentials increased significantly in magnitude with decreasing PPF (Spearman rank $r_{S}=-0.61$, $P<0.05$). Artificial manipulation of the duration of a B. brachyistius EOD significantly changed the magnitude of evoked potential responses ($F_{2,22}=11.0, P<1e^{-3}$), with larger responses to elongated EODs and weaker responses to shortened EODs. Unlike at the periphery, the time-reversed waveform evoked a significantly smaller response ($t_{10}=-2.3$, $P<0.05$; Fig. 7C).

Finally, behavioral measures of sensitivity also showed duration dependence. Normalized behavioral responses did not differ significantly in response to different species’ EODs, although there was a clear trend (repeated-measures ANOVA, $F_{1,55}=1.8, P<0.1$), but behavioral thresholds did differ significantly in response to different species’ EODs ($F_{1,66}=7.4, P<1e^{-6}$). Further, normalized behavioral responses increased significantly with decreasing PPF (Spearman rank $r_{S}=-0.88$, $P<0.05$; Fig. 7D), and behavioral thresholds decreased significantly with decreasing PPF (Spearman rank $r_{S}=0.94$, $P<0.05$; Fig. 7E). Neither behavioral threshold ($F_{2,12}=0.3, P>0.7$) nor normalized behavioral responses ($F_{2,12}=0.2$, $P>0.8$) differed significantly in response to artificial manipulation of EOD duration. Similarly, the time-reversed waveform was not significantly different from the original waveform for either normalized behavioral responses ($t_{10}=1.4$, $P>0.2$) or behavioral thresholds ($t_{10}=0.3$, $P>0.7$; Fig. 7D,E).

**DISCUSSION**

We asked how variation among peripheral sensory receptors impacts the coding of stimulus duration. We found that KO electoreceptors exhibit variable long-pass duration tuning (Fig. 2C). The diversity in duration tuning correlates with variation in frequency tuning, as predicted by a simple circuit model of KOs (Fig. 3). Population responses in two midbrain nuclei that process electrosensory communication signals are also long-pass tuned to duration (Fig. 5), as are behavioral novelty responses (Fig. 6). Importantly, both midbrain and behavioral thresholds varied most dramatically across the same range of durations for which KO receptors exhibited the greatest diversity in tuning. This window of stimulus durations corresponds to the range of durations observed for different phases of conspecific EODs (Carlson et al., 2000). In relating natural EODs to monophasic square pulses, we propose that the range of EOD phase durations, not the range of total EOD durations, represents the behaviorally relevant range of stimulus duration. The triphasic EOD of B. brachyistius is roughly similar to three monophasic square pulses in series. KO receptors respond to either rising or falling edges, which occur at the start or end of each phase of a natural EOD and at the start or end of a monophasic square pulse. Indeed, responses to natural waveforms from a variety of species that vary widely in EOD duration demonstrate duration-dependent differences in sensitivity, confirming the relevance of peripheral duration tuning to the detection and discrimination of natural signals (Fig. 7).

**Peripheral diversity creates a population code for duration**

Multiple observations on the response properties of KOs (Bennett, 1965; Bell, 1990; Zakon, 1986) led Hopkins and Bass (Hopkins and Bass, 1981) to propose a temporal coding model for species recognition, in which EOD duration is coded by spike timing differences between KOs on opposite sides of the body (Fig. 8). Several lines of evidence suggest that these differences in spike timing are compared within the ELp to establish single-neuron tuning to...
stimulus duration (Amagai, 1998; Amagai et al., 1998; Friedman and Hopkins, 1998; Carr and Friedman, 1999; Mugnaini and Maler, 1987; Xu-Friedman and Kramer, 1999). However, as stimulus intensity decreased, we found significant decreases in KO response probability and significant increases in response latency and jitter (Fig.4), revealing that the temporal coding of stimulus duration is less effective at near-threshold intensities. Sound intensity similarly affects the accuracy of temporal coding for sound localization (Nishino et al., 2008). Population averaging of peripheral responses through anatomical convergence is one mechanism for reducing temporal jitter in auditory and electrosensory systems (Carr and Friedman, 1999).

Our data suggest another solution to this problem: a population code allows fish to obtain information about stimulus duration at intensities too low for a temporal code to reliably signal duration. Using our particular behavioral measure (the novelty response), threshold detection levels for natural EOD waveforms ranged from 0.06 to 0.74 mV cm\(^{-1}\) (Fig.7E). Work in other mormyrid species based on more sensitive measures of signal detection has revealed a minimum threshold for detection of communication signals as low as 1–10 μV cm\(^{-1}\) (Moller and Bauer, 1973; Moller et al., 1989). Paintner and Kramer (Paintner and Kramer, 2003) demonstrated that the minimum intensity for trained mormyrids to discriminate a 2μs difference in waveform ranged from 4.9 to 123 μV cm\(^{-1}\). Using evoked potential responses in ELa and ELp as a readout of the KO population response, we found that threshold intensities to monophasic square pulses ranged from 140 μV cm\(^{-1}\) to 2.54 mV cm\(^{-1}\) (Fig.5A). Therefore, stimulus intensities greater than 2.5 mV cm\(^{-1}\) are necessary for all KOs to respond reliably and this value is well above the minimum intensity for accurate signal discrimination. Even restricting the range of durations to the behaviorally relevant phase durations of 0.06 to 1 ms, we found that threshold intensities ranged from 176 to 508 μV cm\(^{-1}\) (Fig.5A). Therefore, mormyrids can discriminate species-specific EODs at intensities that are too weak for the temporal code to work effectively.

Each KO studied exhibited long-pass tuning (Fig.2C), as expected because of membrane capacitance, which acts as a low-pass filter of input current for all neurons. Interestingly, however, long-pass tuning characteristics differed among KOs, both between and within fish, over the range of behaviorally relevant durations corresponding to the range of EOD phase durations (Fig.2C, Fig.3B, Table 1). Therefore, at near-threshold intensities, increasing stimulus duration across the behaviorally relevant range leads to the recruitment of an
increasing number of KOs (Fig. 8). As increases in both stimulus intensity and duration will lead to the recruitment of more KOs (Fig. 8), there is some ambiguity to a simple population code based solely on the number of responding receptors. Importantly, we found that the shape of each KO’s tuning curve differs (Fig. 2C, Fig. 3B, Table 1), meaning that different combinations of stimulus duration and intensity will result in unique patterns of population-level responses (Fig. 8).

Two codes for stimulus duration, one circuit

Together, these observations suggest two distinct mechanisms for the peripheral coding of stimulus duration (Fig. 8). At relatively high stimulus intensities (i.e. >1 nA; see Fig. 2C), all KOs are above threshold across the behaviorally relevant range of durations, so a temporal code based on spike latency differences would allow for reliable coding of stimulus duration. However, at near-threshold intensities (i.e. 0.1–1 nA; see Fig. 2C), for which a temporal code is less effective, increasing stimulus duration leads to the recruitment of an increasing number of KOs, suggesting a population code for stimulus duration. Although it is unclear how a given amount of current injected directly into a receptor organ corresponds to the amount of current that would result from a natural electric field, the two will scale linearly. Thus, our results make it clear that there is a 10-fold range of stimulus intensities just above threshold over which stimulus duration is represented by both the number and the identity of responding KOs (Fig. 2C).

Based on anatomical evidence, Friedman and Hopkins (Friedman and Hopkins, 1998) proposed a delay-line anti-coincidence detection model for the recoding of peripheral spike latency differences. According to this model, small cells in the ELa receive delayed excitation from one receptive field, and inhibition from local interneurons (Mugnaini and Maler, 1987; George et al., 2011) corresponding to a different receptive field. As a result, small cells only respond when a stimulus is long enough such that onset-triggered delayed excitation arrives before offset-triggered inhibition, resulting in long-pass tuning to stimulus duration. Differences in excitatory delay would establish variation in the minimum stimulus duration needed to elicit a response across the population of small cells. As a result, increases in stimulus duration would increase small cell recruitment, thereby recoding the peripheral temporal code into a population code for duration (Xu-Friedman and Hopkins, 1999).

By identifying a potential mechanism for converting a temporal code into a population code, the Friedman–Hopkins model reveals...
how the peripheral code for stimulus duration at high stimulus intensities can be converted into the same type of code we found to operate at low intensities, potentially establishing a single common population code among small cells for all intensities. Evoked potentials in both the ELa and the ELp scale with stimulus duration across a wide range of intensities (supplementary material Fig. S1), consistent with a small cell population code for stimulus duration. However, multiple different intensity/duration combinations elicit the same evoked potential response (supplementary material Fig. S1). As evoked potentials reflect the summed activity of populations of neurons, this overlap indicates that a population code based simply on the number of active small cells would not unambiguously code for stimulus duration. As with the population coding of stimulus duration by KO receptors, we propose that stimulus duration may be represented by unique spatial patterns of responsive small cells. This type of population-coding scheme could also allow for the coding of other behaviorally relevant attributes of EODs, such as intensity, orientation and polarity. Neurons in ELp exhibit tuning to all of these stimulus attributes (Amagai, 1998), as well as to the interpulse intervals between EODs (Carlson, 2009), so this information is clearly encoded in the output of small cells.

If a population code can be used to obtain information about stimulus duration, then why would there also be a temporal code, which is associated with anatomical features that are presumably energetically expensive, such as large cells, thick axons and heavy myelination (Carr and Friedman, 1999)? It is likely that a ‘start-stop’ peripheral code provides for greater temporal precision, whereas a peripheral population code would still provide some information about duration at low intensities that do not allow for this level of precision. Further, a key aspect of a temporal code for stimulus duration is that it greatly extends the dynamic range of the system. A population code for duration is intensity dependent: above a certain intensity, the system will saturate (all receptors will respond to all durations) and information about stimulus duration cannot be encoded into changes in the population of responding receptors. By contrast, a ‘start-stop’ temporal code never saturates (Bennett, 1965; Hopkins and Bass, 1981).

**Differences in passive and active membrane properties may explain peripheral variation**

Previous studies have shown that KOs are band-pass tuned to frequencies close to the peak power frequencies of conspecific EODs (Arnegard et al., 2006; Bass and Hopkins, 1984; Hopkins, 1981).
We confirmed this (Fig. 1C), finding variation in the range of best frequencies and bandwidths both between and within fish (Fig. 3B, Table 1). Variability in frequency tuning among the population of receptors is indicative of physiological differences that should also affect duration tuning. Indeed, we found that the duration- and frequency-tuning characteristics of KOs were correlated in the same way as simple models in which we systematically varied membrane and series capacitances and resistances (Fig. 3). Thus, differences in capacitance or resistance between KOs could account for the observed covariation in frequency and duration tuning. Ampullary receptors could potentially contribute to behavioral responses because they respond to the DC components of monophasic square pulses (Bennett, 1965; Zakon, 1986). However, biphasic pulses do not have a DC component, and behavioral responses to monophasic and biphasic square pulses were similar (Fig. 6). Further, ELa and ELp do not receive input from the ampullary system (Bell and Szabo, 1986), and the responses of these nuclei were consistent with the behavioral results (Figs 5, 6).

Variation in capacitive or resistive properties could result from differences in electroreceptor organ morphology (Zakon, 1986). KOs are tuberous electroreceptors composed of a canal leading to a sensory chamber typically containing one to 10 sensory cells, each 40–50 μm in diameter (Bennett, 1965; Szabo, 1965; Harder, 1968b; Zakon, 1986). The canal is lined by a wall composed of numerous layers of flattened epithelial cells and it is filled with a plug of loosely packed epithelial cells (Szabo, 1965). The epithelial plug, which is not present in low-frequency ampullary electroreceptors, establishes a series capacitance (Fig. 3A, inset) that acts as a high-pass filter of current through the organ (Zakon, 1986). Differences in the number of cells within the epithelial plug or in their morphology could establish variation in series capacitance. The canal walls of tuberous electroreceptors may also contribute to the series capacitance of receptors (Zakon, 1986). Tuberous receptors in gymnotiforms have more layers of flattened epithelial cells in the canal wall than ampullary receptors, suggesting that differences in tuning between the two receptor types relates to differences in the capacitive contribution of the canal wall (Bennett, 1971). Indeed, the maximum number of layers within the capsular wall of tuberous organs varies from 10 to 60 across nine different species of gymnotiform fishes, and this variation correlates with receptor frequency tuning (Lissmann and Mullinger, 1968; Zakon, 1986). There is even extensive variation in tuberous organ morphology within species: among tuberous receptors of the gymnotiform Hypopomus, the number of layers of flattened epithelial cells varies from 10 to 50, causing the wall thickness to vary from 2 to 5 μm (Szamier and Wachtel, 1970). In mormyrids, Harder (Harder, 1968b) reported that the thickness of the electroreceptor epidermis varies throughout the body. The sensory cells themselves could also serve as a source of variation in capacitance. The apical surface of the receptor cells is thought to contribute to series capacitance whereas the basal surface is thought to affect membrane excitability as a 'typical ' membrane capacitance in parallel with the resistance of the excitable membrane (Bennett, 1965; Bennett, 1971). The diameter of individual sensory cells within a KO only varies from 40 to 50 μm, but these cells are covered with branching microvilli that increase the surface area of each cell approximately 40-fold (Derbin and Szabo, 1968). Similarly, variation in the number of sensory cells per KO could also impact the capacitive properties of the receptor organ. The number of sensory cells per KO does indeed vary among the KOs within a single fish (Harder, 1968a). Like capacitance, resistance will be impacted by morphological features such as skin thickness, pore diameter and epithelial wall thickness.

Finally, studies of the axon initial segment have demonstrated that properties of voltage-gated ion channels such as location, distribution and inactivation kinetics play a pivotal role in the shape and timing of a spiking response, which contributes to electrical frequency tuning (Clark et al., 2009). This basic mechanism can also play a role in peripheral sensory tuning. For example, the amplitude of the current through mechanotransducer channels and the speed of adaptation covary with the best frequency of hair cells in the turtle cochlea, suggesting a role for variation in ion channel properties in generating frequency tuning (Ricci et al., 2003). Thus, there are multiple morphological and physiological features that could establish differences in sensory filtering across KOs, and thereby explain the observed covariation in frequency and duration tuning.

Implications for behavior
Pulse-type mormyrid electric fish use EODs for species recognition and mate choice (Arnegard et al., 2006; Feulner et al., 2009;
Hopkins and Bass, 1981; Machnik and Kramer, 2008). In *B. brachyistius*, males have longer EODs than females, and EOD duration correlates with relative dominance status among males (Carlson et al., 2000). Thus, long-pass filtering in the KO electrosensory system establishes a basic mechanism for distinguishing behaviorally relevant variation in conspecific EOD duration. However, there is extensive overlap in EOD duration among sympatric species (Arnegard et al., 2010; Carlson et al., 2011; Hopkins, 1981), suggesting the need to precisely distinguish small differences in duration. Further, EODs are individually distinctive (Friedman and Hopkins, 1996), and there is evidence that some species of mormyrids can use this information to discriminate between individuals (Graff and Kramer, 1992). Behavioral positioning during aggressive interactions maximizes the signal intensity experienced by receivers (Arnegard et al., 2006), possibly to maximize the discrimination of small temporal differences between waveforms. Precise temporal coding provides a robust mechanism for distinguishing slight variation in stimulus duration during overt behavioral interactions, whereas population coding provides a rough measure of stimulus duration at low intensities, when signaling fish are at a distance.

We tested natural EOD waveforms from 10 species as well as conspecific EOD waveforms subjected to temporal manipulations, and determined that the long-pass tuning we observed had clear effects on the detection of these behaviorally relevant stimuli (Fig. 7). Interestingly, for all measures tested, fish were more sensitive to heterospecific EODs of longer duration than conspecific EODs. This does not imply that the fish prefer heterospecific EODs that are longer in duration than conspecific EODs, only that they are more detectable at a given intensity. Our behavioral experiments provided a measure of signal detection, not preference, such as would be important in mate choice or intraspecific competition. Indeed, previous work has revealed clear behavioral preferences for conspecific EODs in several species (Arnegard et al., 2006; Feulner et al., 2009; Hopkins and Bass, 1981; Machnik and Kramer, 2008).

Further, the early stages in the sensory pathway that we recorded from likely have less selectivity for specific waveforms compared with higher sensory regions. Thus, increases in either EOD amplitude or duration can increase the effective range of electric communication, but do not necessarily increase signal preference in specific behavioral contexts. Further, we found that threshold energy increased with increasing stimulus duration, likely because of the AC coupling of KOs. This suggests that greater energy is required to produce an equally detectable pulse of longer duration, which may place a limit on evolutionary increases in EOD duration. Thus, it will be interesting to determine how species diversity in EOD duration relates to diversity in EOD amplitude and energy, which will require carefully calibrated measurements in the field. It is possible that the evolution of increased EOD duration is compensated for by decreased EOD amplitude. Alternatively, variation in EOD duration may relate to diversity in the rates of EOD production, or to species differences in population density that place different selective pressures on signal range. It will also be interesting to relate variation in EOD duration, amplitude and energy to differences in KO physiology across species. The frequency tuning of KOs varies across species (Bass and Hopkins, 1984; Hopkins, 1981), suggesting that duration tuning will likely vary as well.

**Relevance to other sensory systems**

The use of multiple coding strategies is common in sensory systems (Lawhern et al., 2011). However, these distinct computations are often implemented in parallel sensory pathways that are specialized to extract information about different stimulus features (Carlson and Kawasaki, 2006; Nishino and Ohmori, 2009; Livingstone and Hubel, 1988; Sullivan and Konishi, 1984; Young, 1998). We demonstrate two distinct coding mechanisms in the sensory periphery operating at different ranges of intensities. Our findings are novel in revealing that both codes operate within the same circuit to extract information about the same stimulus feature, but work most effectively at different ranges of intensity. A combination of distinct coding schemes operating at different intensities may be used in other sensory systems as well.

We further demonstrate significant variability in peripheral tuning. Neural heterogeneity can increase the amount of information encoded in the activity of a population of central sensory neurons (Chelaru and Dragoi, 2008; Marsal and Maler, 2010). In contrast, redundancy, which exists at multiple stages of neural processing, can increase prediction accuracy and decrease ambiguity (Barlow, 1972; Barlow, 2001). Our results reveal that heterogeneity among peripheral sensory receptors allows for information processing through population coding. Heterogeneity in the frequency tuning of peripheral receptors may also be important for other temporal codes, such as the detection of interaural time differences (ITDs) in sound localization (Carr and Friedman, 1999). Indeed, monaural inputs to ITD-detector neurons in barn owls vary in their spectrotemporal filtering properties, and this filtering has strong effects on ITD tuning (Fischer et al., 2011). Thus, the effects of spectrotemporal filtering at the periphery should be considered for a wide range of temporal codes.

Finally, our results reveal a basic mechanism by which sensory systems can determine stimulus duration even at low intensities, when the temporal precision of peripheral responses is severely degraded. Duration tuning in auditory systems is important for functions as varied as echolocation, acoustic communication, conspecific recognition and appreciation of music (Covey and Casseday, 1999). Duration-tuned neurons have been identified in the central auditory systems of echolocating bats as well as non-echolocating animals including frogs, rats, mice, guinea pigs, chinchillas and cats (Sayegh et al., 2011). In the mouse auditory midbrain, duration tuning is strongly dependent on other stimulus features, including intensity (Brand et al., 2000). We have demonstrated an intensity-dependent change in the peripheral code for duration. When analyzing central mechanisms for temporal processing, the diversity of peripheral responses and the importance of stimulus intensity should therefore be considered.

**LIST OF SYMBOLS AND ABBREVIATIONS**

- $a$: tuning curve asymptote
- BF: best frequency
- BW$_{10}$: bandwidth
- $C_m$: membrane capacitance of knollenorgans
- $C_s$: series capacitance of knollenorgans
- $d$: stimulus duration
- ELa: anterior exterolateral nucleus
- ELp: posterior exterolateral nucleus
- EOD: electric organ discharge
- $I_t$: threshold intensity
- KO: knollenorgan
- MS-222: tricaine methanesulfonate
- nELL: electroosensory lateral line lobe
- $R_m$: resistance of the membrane
- $R_s$: resistance of the skin
- $V_m$: voltage drop across the membrane
- $V_s$: voltage drop across the skin
- $\tau$: tuning curve time constant
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